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‘ An “Official Definition” of Cloud Computing

» Cloud computing is a style of computing in
which dynamically scalable and often virtualized
resources are provided as a service over the
Internet. Users need not have knowledge of,
expertise in, or control over the technology
infrastructure in the "cloud" that supports them
(Wikipedia)

Imperial College
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Cloud Computing: My Definition

—

Cloud computing is a resource delivery and usage model, it means to get resource
(Hardware, Software, Applications) via network "on-demand" and "at scale" as
services in a multi-tenant environment.. The network of providing resource is called
‘Cloud’. All resource in the ‘Cloud’ are scalable infinitely and used whenever as utility

Software as a Service

(Programming over the Cloud)

Platform as a Service

(Programming within the Cloud)

Infrastructure as a Service

(") © The Discovery Sciences Group ::‘;ﬁgr(')?]' College



A Taxonomy for Cloud Computing
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‘ What is Cloud Computing

> A user’s view: “No more servers, no more IT managers, no more Iicensin% All T need
is a browser. I will find the service I need and pay it when I use it based how much I
used it"--- Software as a Service

> A developer’s view: “Programming an application will not be a 30 man/month job
with a stupid and horrible project manager. It will be done by a couple of friends, in
a long hard working weekend with PHP on a machine God knows where it is”’---
Platform as a Service

» A computer scientist’s view: “ We are not programming a single machine, rather the
World Wide Computer”--- Infrastructure as a Service

» An economist’s view: “The most interesting thing about the cloud computing is not
the technology, but the new evolving social standards and business models, and the
ramifications of egalitarianism on a global scale” --- Everything as a Service

Imperial College
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‘ Cloud Players Today

= Google (Google Apps)
+ Salesforce.com

» Microsoft [Office Liva)
= NatSuite

+ Yahoo (Zimbra) e,
+« Taleo Pl

+ IBM (Blue Cloud)
+ EMC (Project Maui)




‘ What is NOT a Cloud?
» An Enterprise C/S System is Not a cloud !
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What is NOT a Cloud?

> A Parallel Computing System (Server Clusters) is
NOT a Cloud

— 1D iUV U YUl ) Ui VoY v Lonaon



Grid Computing is, unfortunately, NOT Cloud Comput Ing

—

> What does the “Grid” really mean?
< Gird means the utility : Grid Computing aims to realize cloud computing
< Grid was interpreted as the network: Grid computing becomes an architecture for “wide-area” clustering computing

»  Grid computing focuses on scheduling
< Cloud
o Full private (logical) cluster is provisioned
o Individual user can only get a tiny fraction of the total physical resource pool
o No support for cloud federation except through the client interface

o Built so that individual users can get most, if not all of the resources in a single request
o Middleware approach takes federation as a first principle
0 Resources are exposed, often as bare metal

>  Grid computer offers less abstraction on resource
< Grids require applications to conform to the grid software interfaces
< An important missing concept in Grid computing is “Virtualization”

» Cloud Computing focuses on the realization of computational utility
<~ Virtualization offers the key abstraction of hardware resource: Scheduling over the VM rather than physical resources

<~ Scheduling on the VM level : Resource can be dynamically shaped or carved out from its underlying hardware infrastructure
and made available to a workload---

< Utility hierarchy: full exploration of service deployment and delivery for “on demand” and “at scale” use , for hardware,
system, development environment and applications

» However:
< Grid computing sets the technical foundation for clouding computing
< Cloud computing realizes the goal of Grid computing

Imperial College
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* A Comparison Between Grid Computing and Cloud Comp uting

Target Group Scientific community Business
) short-lived batch-style long-lived services based on
Service : 3 : : : :
processing (job execution) hardware virtualization
Local Global
SLA (between the EGEE project (between Amazon and
and the resource providers) users)
Userinterface High-level interfaces ELTPS), BEST, SOAF, lava

APl, BitTorrent

Resource-side

middleware Open Source (Apache 2.0) Proprietary
Ease of Use Heawy Light
DEEIE:::ILH i Heawy Unknown
M::z:::Znt probably similar
F:;:::Ig Publicly funded Commercial

Summary of ,_&n EGEE Comparative Study: Grids and Clouds Evolution or Revolution”™ by Markus Klems



Cloud computing infrastructure provider

Agathon Group - Cloud provider. Services include highly available VPS, virtual private
datacenters and ready-to-use LAMP stacks. Self-service ordering. Custom development
and managed services available.

Amazon Web Services - Amazon EC2/S3 (Hardware-a-a-S & Cloud Storage)
CohesiveFT - CohesiveFT Elastic Server On-Demand
ElasticHosts - UK-based instant, on-demand servers in the cloud

Flexiscale - Another instant provisioner of web servers with some advanced features
like auto-scaling coming soon.

GoGrid - instant, on-demand servers offering "control in the cloud". Deploy
Windows/Linux servers via web-interface in minutes

GridLayer - Cloud Provider. A service by Layered Technologies that delivers Virtual
Private Datacenters and virtual private servers from grids of commodity servers

LayeredTechnologies - Cloud Provider. provider of on-demand hosting and cloud and
utility computing solutions through its brand GridLayer

Mosso - Rackspace's cloud hosting service
Newservers - Instant provisioning of web servers either Windows or Linux

vV VvV YV YV VVVYYV VL

Imperial College
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Cloud computing Paas provider

*

VVVVVYVYYV V

Bungee Connect - Provides end to end tools and systems required to
develop, deploy and host web applications (Platform as a Service)

Coherence - Oracle Coherence Data Grid for EC2 and other cloud platforms
Force.com - Salesforce.com's application development platform (PaaS)
GigaSpaces - middleware for the cloud, "cloudware"

Google AppEngine - (PaaS)Now support python

Heroku - Ruby on Rails in their Cloud

Qrimp - An AJAX based PaaS

RightScale - RightScale provides a platform and expertise that enable
companies to create scalable web applications running on Amazon’s Web
Services that are reliable, easy to manage, and cost less

Imperial College
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‘ An Overview of Cloud Systems
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‘ Example Cloud Systems

» Amazon EC2

» Microsoft Aruze

» Apache

» Eucalyptus Platform

. . I ial Coll
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‘ Amazon Web Services for Cloud Competing

» Amazon Elastic Compute Cloud (EC2)

» Amazon Sim
» Amazon Sim
» Amazon Sim

D
D

D

e Storage Service (S3)
e Queue Service ( SQS)
eDB (SDB)

» Amazon Flexible Payment Service
» Amazon DevPay

%) © The Discovery Sciences Group
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Amazon Simple Storage Service (S3)

> Flat object storage model with key

» Bucket as object container (100 buckets per
account)

» Standards-based Interfaces: REST and SOAP with
URL for each object

/',Dbject—Based Storage \ S5 per GB

-1B—5GB / object per month
« Fast, Reliable, Scalable storage

» Redundant, Dispersed

= 99.99% Availability Goal
- Private or Public

* Per-object URLs & ACLs
= US & European Locations S.10 - $.18 per

Imperial College

© The Discovery Sciences Group London
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‘ S3 Programming (Ruby)

» Establish connection

reguire "'S30

AWS ACCESS KEY = '<your key="
AWS SECRET ACCESS KEY = '=wvour kewy="'
conrn = S32::AWSAuthConnection.new

(AWS ACCESS KEY ID,
AWS SECRET ACCESS KEY,
false)

> Create bucket

BEUCKET MNAME = "'assets.example.com'
conn.create bucket (BUCKET NAME)

» Upload file

datafile = File.open{path)

Key = path.basename;

conn .put (BUCKET MNAME, key, datafile.read,

{"Content -Type" => mime,
"Content -Length" => File.size (path) .to s,
"x-amz-acl" => "public-read"})

http : //assets . sample.com/ . ..

@) © The Discovery Sciences Group :fgﬁgg‘:' College



‘ Amazon Elastic Compute Cloud (EC2)

Managing scalable virtual private server instances

K‘u’irtual Compute Cloud \
* Root-level System Access S ]_O-S,SO per
* Elastic Capacity

* Management API
* Scale in Minutes

* Multiple Instance Sizes $.10 - $.18 per GB
* Network Security Model|

server hour

~data transfer
1.7 GB RAM 7.5 GB RAM 15 GB RAM
1 EC2 Compute 4 EC2 Compute 8 EC2 Compute
Unit Units Units
160 GB 850 GB 1690 GB storage,
32-bit platform 64-bit platform 64-bit platform
SO0.10/Hr S0.40/Hr S0.80/Hr

: . | Coll
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EC2 Basic Concepts

» Resource delivered as AMI (Amazon Machine Image)

< Bootable root disk stored in S3

<- AMI are pre-defined or user-built

<> OS support: Fedora, Centos, Gentoo, Debian, Ubentu, Windows Server
» Compute instance

<> Running copy of an AMI

< Instance invocation is programmable in “event driven” style
» Network Security

< Explicit access control (code in invocation script)

< Can establish security group

Images: Image Attributes:

W Registerimage W ModifylmageAttribute

% Describelmages D bel Attribut

& Deregisterimage i DescribelmageAtiribute
w ResstimageAftribute

Instances:
i Runinstances Security Groups:
W Describelnstances .
M Terminatelnstances : {éreatgaecurmfﬁ_mup
W GetConsoleOutput escribeSecuntyGroups
¥ Rebootinstances i DeleteSecurityGroup
m AuthorizeSecurtyGrouplngress
Keypairs: m RevokeSecurityGrouplngress

M CreatekeyPair
ir DescribekKeyFPairs
i DeleteKeyPair

Imperial College
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4* Typical Use of S3 and EC2

» EC2 as a scaleable (virtual) cluster:

Host

AMI AMI

Q{Ken VM) (Xen VM)

Jmnt [ | fmint

»>S3 as a sc|a|ab|e g\)irtual) storége: - |

free access; slow initial read fime pay per GET,
per megabyte

53 Storage

© The Discovery Sciences Group 'If?)ﬁgr(')?]' College



‘ Amazon Simple Queue Service (SQS)

> Services

Scalable Queuing
d Elastm Capacity

» APIs

U Queues:
W ListQueues
i DeleteCusue

v Messages:
mw SendMessage
W ReceiveMessage
W DeleteMessage

) © The Discovery Sciences Group :f‘;ﬁgr(')?: College



Amazon SimpleDB (SDB)
>gervices :

- Distributed Data Store | $1.50 per GB
- Structured Storage
* Fully Indexed

er month

$.14 per CPU hour
(query processing)

s A
o Domains: o ltems:

W CreateDomain W PutAtiributes

i ListDomains W GetAtiributes

> APIS & DeleteDomain W Query

0 Query Language (samples):
i [Title’ = "The Right Stuff]
i ['Number of Pages' < ‘00310
W [Rating' = "** or ‘Rating’ = "****]
i [Year ="1950" and "Year' = "1960° or "Year starts-with "193" or "Year' = "20077]
W Keyword' = ‘Frank Miller] union ['Rating’ starts-with ™***]

© The Discovery Sciences Group :f‘;ﬁgr(')?: College



‘ SDB Simple Data Model

» Domain:
<-collection of items (tables)
<>100 domains per account

> Item:

<-Collection of key-value pairs (table)
<-Up to 256 attributes per item
<-Up to 1024 bytes per value

» Querying Language:
<-Set based querying language
<A (much) simplified SQL

. . I ial Coll
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Pay for Using

—

*1 Standard licensing terms

e 1 Flexible Payments Service:

1 Commercially usable

T
L1

 Monthly credit card billng | * e+

T Aot R
el Aerales

o Self-serve model: |
WSign up as developer | EEE
Wi Choose services
W Agree to service licenggs | s
Wi Enter payment info A,
Wi Start coding i
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@ Move money between any two people or systems.
W Credit cards, bank accounts, Amazon Payments.
W One-time, multiple, or recurring transactions.

W Payment processing language (Gatekeeper).

W Aggregated transactions (micropayments).

" DevPay:
it Wrap custom business models around S3 and EC2.
i Sef custom prices for each charging unit,
i Charge for your applications.

Imperial College
London



‘ A Simple Example: 2 hours Student Project (1)

» Use S3, EC2, SQS to create a scalable video
converter web application

<-Use computing power of EC2 virtual server instances
for video conversion

o Ubuntu image, installed/configured FFmpeg
<»S3 for media storage
<-SQS for messaging between client and EC2

» Ex: converting for iPod; Youtube

. . I ial Coll
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‘ A Simple Example (2)

Video converter architecture

Client

SQS Queue

. . | ial Coll
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A Simple Example (3)

Video Converter Application

Upload Video File:

Browse_

’ Upload to Amazon S3 ]

Uploaded Videos To Be Converted

vid 1228204308 mp4 Delete

Converted Flash Videos List

vid 1227587022 fiv Delete

31
© TI IT VISLUVETY OoulclILeS Jluvuup

Video Converter Application

Upload Video File:

Browse_

[ Upload to Amazon 53 ]

Uploaded Videos To Be Converted
Converted Flash Videos List

vid 1227587022 fiv Delete

vid 1228204889 fiv Delete

Imperial College
London



Azure: A Platform for Microsoft Cloud

' Windows | [ Windows | [ Windows Others
Server Vista/XP Mobile

@ © The Discovery Sciences Group

Windows Azure: Provides a
Windows-based environment for
running applications and storing
data on servers in Microsoft data
centers.

Microsoft .NET Services: Offers
distributed infrastructure services
to cloud-based and local
applications.

Microsoft SQL Services: Provides
data services in the cloud based
on SQL Server.

Live Services: Through the Live
Framework, provides access to
data from Microsoft’s Live
applications and others.

The Live Framework also allows
synchronizing this data across
desktops and devices, finding and

downloading applicakigas ahkge
more. London



Window Azure: Supporting Windows-based Compute and

4* Storage Services for Cloud Applications

*Windows Azure runs on a large
number of machines, all located in
Microsoft data centers and accessible
via the Internet. A common Windows
Azure fabric aggregates this processing
power into a unified whole. Windows
Azure compute and storage services
are built on top of this fabric.

Windows Azure

» The Windows Azure compute service
is based on Windows. Now ,Windows
Azure runs only applications built on the
.NET Framework. Non .NET application
will be supported in 2009.

*Non SQL storage service provides
simpler, more scalable kinds of storage.
It allows storing binary large objects

\B (blobs), provides queues for
) communication between components of
Windows Azure applications, and offers
a form of tables with a straightforward
guery language (LINQ Style).

() © The Discovery Sciences Group 'L'Eﬁﬁﬂf,' College



‘ Azure Computation Mechanism

® Each application instances runs a copy of all
or part of the application’s code. Each of these
instances runs in its own virtual machine (VM).
These VMs run 64-bit Windows Server 2008
with hypervisors.

«.NET 3.5 application instances can be created
as Web role instances and/or Worker role
instances.

» Web role instance accepts incoming HTTP (or
HTTPS) requests. A Web role can be
implemented using ASP.NET, WCF, or another
.NET Framework technology that works with
lIS. It is created to handle an incoming HTTP
request and shut down when that request has
been processed (short life/event driven)

T *A Worker role instance gets its input only from
a Web role instance, via a queue in Windows
Azure storage. The result of its work can be
written to Windows Azure storage. A worker
role instance can run indefinitely (long life/
batch job)

0000

© The Discovery Sciences Group mﬁﬁgﬂ College



Azure Storage Mechanism

HTTP

@ © The Discovery Sciences Group

® Designed for efficient data management
within MS data center. A storage account can
have one or more containers, each of which
holds one or more blobs. Blobs can be up to
50 gigabytes each

*Windows Azure storage provides tables which
Is actually stored in a simple hierarchy (entry-
property-(name, type value) )of entities with
properties (rather than with a RDBS). A table
has no defined schema; instead, properties
can have various types. And rather than using
SQL, an application accesses a table’s data
using a query language with LINQ syntax. A
single table can be quite large can partitioned
across many servers

*The primary role of queues is to provide a way
for Web role instances to communicate with
Worker role instances

*All Windows Azure storage styles use the
conventions of REST to identify and expose
data. Everything is named using URIs and
accessed with standard HTTP operations

Imperial College
London



‘ A Simple Operational Model

Web Role Worker Role

Cloud Storage (blob, table, queue)

. . I ial Coll
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.NET Services : Provid ing Cloud -based Infrastructure for

Both Cloud and On-premises Applications.

.NET Services

!! oy !
[l

—
.;W_ s

Wndows Wincows
‘ Servir " e " Wabile ‘ e

@ © The Discovery Sciences Group

Three groups of .Net services are
provides to form cloud infrastructure
services:

.NET Access Control Service: using
Claims-based identity method with STS.
To support cloud use, identity federation
Is used to let claims created in one
identity scope be accepted in another.
claims transformation is supported to
modify claims when they'’re passed
between identity scopes.

NET Service Bus: letting an application
expose Web services endpoints that can
be accessed by other applications. Each
exposed endpoint is assigned a URI.
Service Bus also deal with network
address translation and tunneling .

.NET Workflow Service: Creating
composite applications based a business
logic. Built on Windows Workflow
Foundation (WF), the Workflow service
allows running this kind of logic in the
cloud

Imperial College
London



Live Framework and Live Services: Window ’'s Platform as a

Services Infrastructure

—

Live Framework (Cloud)

Live
Services

Hindows
Seuar

© The Discovery Sciences Group

Live Framework

(Desktop/Device)

*Great advantage of MS : a large amount of
personal/social information available

*MS has wrapped this diverse set of resources
(data/application functions) into Live Services.
Existing Microsoft applications, such as the
Windows Live family, rely on Live Services to
store and manage their information

Live Operating Environment: running both in
the cloud, and applications use it to access Live
Services data via HTTP using the .NET
Framework, JavaScript, Java, or any other
language. Information in Live Services can also
be accessed as an Atom or RSS feed, letting
an application learn about changes to this data.
And to set up and manage the Live Services
application needs, a developer can use the
browser-based Live Services Developer Portal.

*Any application, whether it's running on
Windows or some other operating system, can
access Live Services data in the cloud via the
Live Operating Environment.

Imperial College
London



‘ Eucalyptus

» Web services based implementation of cloud
computing infrastructure

<-Linux image hosting ala Amazon

» Amazon compatible
<Try and emulate Amazon cloud: EC2 + S3

<-Works with command-line tools from Amazon w/o
modification

<Enables leverage of emerging EC2 value-added service
venues (e.g. Rightscale)

» Functions as a software overlay
<>Existing installation should not be violated

» Simple installation using Rocks

[ ' I ial Coll
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Features

» Extensibility: Simple architecture and open
internal APIs

» Client-side interface: Amazon’s EC2 interface and
functionality (familiar and testable)
» Networking

<-Virtual private network per cloud based on VDE

< “Native Network” within physical clusters for
performance

» Security: using industry-standard web
technologies

» Simple packaging, installation, maintenance

. . | ial Coll
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‘ Eucalyptus Architecture: WS-Cloud

Amazon EC2 Interface

Client-side API
Trandator

Cloud Controller

Cluster Controller

. . I ial Coll
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Functions of the Nodes

CLC : process user requests, making high level VM
instance scheduling decisions, processing SLAs
and maintaining persistent system

CLC

Incoming VM execution request to

CC individual NCs, managing the
/ Wi‘guration of the instance networks /’:\

LI N C LI N C LI N C LI

NC

NC : the component that executes on
the physical resource that host VM
Instances and is responsible for
Instance start up, inspection,
shutdown....

. . I ial Coll
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EC2 Compatibility

—

> Interface is based on Amazon’s published WSDL
<2008 compliant except for
o static IP address assignment
0 Security groups

<-Uses the EC2 command-line tools downloaded from
Amazon

<-REST interface

» S3 support/emulation

<>Images accessed by file system name instead of S3
handle for the moment

» System administration is different

<»Eucalyptus defines its own Cloud Admin. tool set for
user accounting and cloud management

. . I ial Coll
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Networking

> Interesting design goal : Connectivity, isolation and performance

» Eucalyptus does not assume that all worker nodes will have publicly routable
IP addresses

< Each cloud allocation will have one or more public IP addresses
< All cloud images have access to a private network interface (connectivity)

» Two types of networks internal to a cloud allocation
<> Virtual private network
0 Uses VDE interfaced to Xen that is set up dynamically
o0 Substantial performance hit within a cluster
o Allows a cloud allocation to span clusters
o Key to achieve isolation

< High-performance private network (availability zone)
o Bypasses VDE and uses local cluster network for each allocation
o Runs at “native” network speed (I.e. with Xen)
o Cloud allocations cannot span clusters

. . I ial Coll
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‘ Apache Cloud Computing Edition (1)

» Backend : Support scalable and configurable
resource management

» Expending standard Web middleware technology
to support cloud computing

» Large scalable filestore as the foundation:
Hadoop APIs (data organisation), Jave 7 NIO
(I/O), Fuse (Virtual FS) , WebDAV (Distributed
Authoring and versioning)

» MapReduce phase for post-processing

) © The Discovery Sciences Group :fgﬁggﬂ College



‘ Apache Cloud Computing Edition (2)

» Front End: Support for Web 2.0 application
deployment

» Wide range of front end tools : Servlets, JSP,
wicket, PHP and grails

» Glue Mechanism for building scalable
applications: queues, scatter-gather, tuple-space,
events

. . | ial Coll
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Cloud Computing Architecture over Apache

—

Web Delivery

Scatterfgather? ®
Message Queue?

Tuple Space? il resource
manager

© The Discovery Sciences Group

Diskless front
end

Memcached
JSP?
PHP?

Back End

HBase/Cassandra/
CouchDB
MapReduce
Lucene
HDFSor ...

Affate View

'S
Diavid Hasslashof ]

keywonds cost

micre today _:I
4

David Hasslehof is il

wery popular today

Developar View

L*_I «

Pig job completed o
twith ermors

*|
92% servers up A
Metwork OK o
(G ost: 503 Mour

Clowd Dwnar View
Customer #17 s &
using lots of disk —
space. Momal

HDD failure rate ﬂ

1
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An Implementation Model

T Web Front Enda

JSP

ROME

Rest

Sendels

REST

memcached

Tomeat/Jetty/Grizzly

\ | M | top [menker],

Scatterigather?
Message Queus?

Tuple Space?

application code

AP

Runtime

-

|-:.|.-| log |rm-:ur|

— Hpdoop Back: End

s

Pig

Streanming

Y

Y

MapReducs

HBaze

Hadoop File AP

HOFS or other filesystem

|cu|w|m|-m|___,

Servlets on Jetly or Gizzly

LS

*8) © The Discovery Sciences Group

s IGO0 SAPERgEm YN D —
GUl | Atom EC2 REST E
AP g
Runtime =
2
5 —/
lI_.—E:lin"ll'_"

| | Cloud code
| Runtime

{/|m|w|w|

Key
User code
App apis

Runtime

I some parts of the
Sysoam, thens are pubilc
APis, that In other plaoes
are downgraded o
‘rundTe. Those ars places
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* Programming within Clouds

[ ' I ial Coll
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There Are Quite a Lot to do to Programming withint  he

* Cloud to Build a Web 2.0 Applications

E‘rﬂ:ﬂm Data: — lm_l_Lutl r'- u Snssicns i ? N
iF e [T ] Ly B Tl L \_. Eepgsem wu b g eyl e
B :.".h-m-....*-"-';" | S,
ri e e s ey, i a ey T s s 2 | b @ E;
hics
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Old Story: Task -Oriented Programming and

* Data-Oriented Programming

» Programming within a Cloud is for efficient use of
the resource to deliver the required services

» Task level programming :
<>Resource provision and monitoring
<>This can be done uniformly as VMM (Managing Images)
<-Similar with Distributed Programming: Distributed
Programming Patterns
» Data level programming :

<-Exploring data parallelism for large scale data process
and analysis

<-To realize the “on-demand” and “at scale” features of
Cloud computing

. . | ial Coll
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‘ Cloud Computing Provision

» A Cloud computing system equips with a set of APIs to
provision of subscriber computer resources into the cloud

» Provision mechanism : code executed in response to events

> Need to be flexible to cover all tiers of application architecture
<> Application servers refreshed daily
<> DB servers updated yearly

» Provision pattern: abstraction of commonly used provision
mechanisms

> Efficient implementing a provision pattern: Automation for
being invoked efficiently and frequently

. . I ial Coll
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‘ Static Provisioning

» Deploys previously constructed and configured
server images into the cloud with minimal
customization.

|
nsta |

| ratance metsdats respomss H | Suitable for code with
I
|
I
|

low complexity, low
'_J' i = ooy W
st
B e e
| k
|
|

volatility code bases
| Imperial College
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Ruby Script (EC2) for Static Image Provisioning
#!/u!r/bin/env ruby

require rubygems'

require 'ec2'

ACCESS_KEY_ID = ENV['AWS_KEY_ID']

SECRET_ACCESS_KEY = ENV['AWS-SEKRIT-ACCESS-KEY']
IMAGE_ID = 'ami-018e6b68' # identifies image to be launched

ec2 = EC2::Base.new
( :access_key_id => ACCESS_KEY_ID,
:secret_access_key => SECRET_ACCESS_KEY) # creates connection to cloud

ec2.run_instances( :image_id => IMAGE_ID,
:min_count => 1,
:max_count => 5,
:key_name => nil,
:group_id => [],
:user_data => nil, # customization by packing payload with scripts
:addressing_type => "public",
:instance_type => "m1i.small",
:availability_zone => nil) # launches 1 to 5 small instances of IMAGE_ID

. . I ial Coll
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Push Provision

—

» Extending static provision with additional provisioning
instructions from console (usually via scripting from

SSH)

|I.'.EII'I!|I:I|-E | |r_!-|:|u:|i interface |

EuninsEncedmageaID |

00

Seaveiy | compute instance _ |
..... insmnceid _____

|
| I T
B nrovisioning commands o]

| P

|
e e P[WE"E‘"J'J]’.”LSPF":‘E; ______________ J
| | |
| | |
|

) © The Disct

lerminatelnstanceilnstzncei
LD desrovid
M i e e i e
-
|
o
|
|

Lt awn

Interaction with other
systems, such as pulling
down packages from the
Internet , is scripted here
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‘ Monitoring Cloud Services

» Key function to Cloud Service Provision
* Required by
* SLA
» Economical Analysis
» System Maintenance and Development

Customer
Pramise

Femole
Maonhanng
Services

ey

H ari B
Bl
Securiy

Stamgu Emmﬂu
Utlllzahnn Services

Itl:l. B u’:‘
It )
=

“ 1 G
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A Simple Watching Polling Pattern

LONS e ‘ Interface IMFIEIFing Sevice ‘ CollsctionPolrit

Cuery parameters:

ction=LetMemricStatistes

Medsure Mame=Latancy

Dimension (Name=Loadbakncer, Value=W5-18-&)
Stamicrics mamber, 1 =Averago

T

[Latency = §LatencyThreshaid]

ﬁ] BeginCovlection(AllVeasures!

I Cluery parameters:
Check Utilization .
Y| Acon = GEiMeresTaTiste s

Mea sur e Name=CPULIZ ation
Dimension (Name=lmageid, Yale=CW5-CROUP-A)
Statistics. member. 1 =Average

|
|
|
|
’H EnableMonitoring Imageld)
L
|
|
|
|
|
|
|

|
|
|
|
|
|
|
|
|

GetlMeasure,Stats. Sample Inerval, Dime nsions| "
!
[Avelitil = = UtilThre shoddiin] |[{|e—prpﬂsinn Capacity
13 . i FEgUEst metrics '
lmaum » UtiThresholdMax) D
FEEUM Metrics
e L L T
Provision Capacit |
ekl aggreqated sample |
i m e -
|
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‘ Data, Data, Data...... .. the Blood of a Cloud

» Cloud computing is originated from the evolution of the
concept of data centers

» Centrally managed data provides the benefits of
<> Reduce the cost (hardware, premise and energy)
<> Move form capital to pay-as-you-go (operation)
<- Large scale data management
<> Dynamic information provision by community users

» The motto of Web2.0 business: Who own data owes
you

» Web2.0 business need a centralized data utility business

» Cloud infrastructure is the natural model for new
generation data center

. . I ial Coll
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Some Facts

—

d Wide class of real-world applications

©O O O O

Organization

Scale of Data

Walmart ~ 20 million transactions/day
Google ~ 8.2 billion Web pages
Yahoo ~10 GB Web data/hr

NASA satellites ~ 1.2 TB/day

NCBI GenBank

~ 22 million genetic sequences

France Telecom

29.2TB

UK Land Registry

18.3 TB

AT&T Corp

26.2 TB

) © The Discovery Sciences Group

Environment monitoring using distributed sensors
Distributed real-time satellite data analysis
Distributed stock market price prediction
Large-scale genetic sequence analysis

Imperial College



Map-reduce Forms a foundation of Data

* Parallelism for the Cloud

User
Program

(1) fork .- [Hfojrk I'El}fork
_ _ [Q.J
2) * fassign
' _assign reduce .
.- map
split 0 6w
- or (6] write output
Spht 1 (5) emote read Worket file O
split 2 (3) read tor (4) local write
. Worket - output
split 3 file 1
split 4
Input Map Intermediate files Reduce Output
files phase (on local disks) phase files

© The Discovery Sciences Group 'L'Eﬁﬁﬂﬂ College



This is NOT New : A Paper 14 Years Ago

Structured Parallel Programming:
Theory meets Practice

Joslinn Irarli gt o Ul Cvnnes Hing Wing
IVepartiment of Clornpating
Lrovprerial ©lolleoe
=0 Creen s Crate, Logacdon SW7T 2820 17 0.
Eonail: {jd, ve. hwiladocic.ac.ak

July 21,0 1995

Elementary Skeletons: Parallel Arrays Operators  [n 5O L. we

Tes

158

sol ol second order Tnuetions as elementary skeletons toabstract essential

data parallel computation and communication patterns, The basie Tanetions

specilving data parallelism include:

¢ map which abstracts the behavionr ol broadeasting a parallel task to

all the elements of an array.

¢ o variant ol map. the Tnnetion imap which takes into account the index

ol an element when mapping a Innetion across an array,

¢ the reduction operator feld which abstracts tree-strnetured parallel

rednction computation over arravs,

© The Discovery Sciences Group
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Word Count Example

Input:
File containing words

Hello World Bye World
Hello Hadoop Bye Hadoop
Bye Hadoop Hello Hadoop

© The Discovery Sciences Group

Output:

Number of occurrences
of each word

Hello 3
World 2

Bye 3
WordCount Hadoop 4

Imperial College
London



‘ An Map/Reduce illustration of the Word Counting Pro blem

(o) = en-vae] oy v |

Split Input into
Key-Value pairs.

Map

Map

For each K-V
pair call Map.

Key, Value

Key, Value

Key, Value

Key, Value

Key, Value

Key, Value

Each Map
produces new
set of K-V pairs.

\ 4

Sort

@educe(K, V[]

For each distinct
key, call reduce.
Produces one K-V
pair for each
distinct key.

v

A4

(oupn | = [key,vaie) [cey. vatce) |

%) © The Discovery Sciences Group

Output as a set
of Key Value
Pairs.

Imperial College



The Map Phase:

—

/input

1, “Hello World Bye World”

\_

~

2, “Hello Hadoop Bye Hadoop”

3, “Bye Hadoop Hello Hadoop”

J

®) © The Discovery Sciences Group

Map

Map

Map

KMap Output A

<Hello,1>
<World,1>
<Bye,1>
<World,1>

<Hello,1>
<Hadoop,1>
<Bye,1>
<Hadoop,1>

<Bye,1>
<Hadoop,1>
<Hello,1>
<Hadoop,1>

Map(K, V) {
For each word w in V
Collect(w, 1);

}

Imperial College




The Reduce Phase:

—

<Hello,1>
<World,1>
<Bye,1>
<World,1>

<Hello,1>
<Hadoop,1>
<Bye,1>
<Hadoop,1>

<Bye,1>
<Hadoop,1>
<Hello,1>
<Hadoop,1>

\

KMap Output\

Klnternal Grouping

<Bye > 1,1, 1>

<Hello-> 1,1, 1>

<World = 1, 1>

J

\_

_L <Hadoop -2 1,1, 1, 1>

~

Reduce )

Reduce

J

®5) © The Discovery Sciences Group

Reduce

Reduce(K, V[ ] {

Int count = O;
For eachvinV
count +=v;
Collect(K, count);
}
/Reduce Output )
<Bye, 3>
<Hadoop, 4>
<Hello, 3>
<World, 2>
\_ %

Imperial College



Map/Reduce Is a Programming Model and Can Be

— lmplemented in Many | anguages

<?php
Ffunction map($buffer) { Map/Reduce in PHP
$Swords = preg split/(

'/ \Wy/", strtolower($sbuffer),
O, PREG_SPLIT NO EMPTY
) ;

foreach ($words as $word) {
emit intermediate($word, 1);
¥
}

function reduce($word, array %$values) {
emit($Sword, array_sum($values));

3}
function emit_intermediate(s$key, Svalue) {
global sSsdata;
if (Aisset($datalskey]l)) L
sdatalskey]l[]1l = Svalue;
3 else {
sdatalskey]l = array(svalue) ;
) 5
) 4
function emit(skey, S$Svalue) {
print ""skey: $Svalue\n';
} 4
foreach (explode("\n", $text) as $line) {
. 1 enit intermediate('foo’, 1); reduce('foo', array(1, 1));
$data = ar ray ) } map($11n6) : enit intermediate('bar', 1); reduce('bar', array(1, 1, 1));
$text = —==<EOT _»emitiintermediate('baz‘, 1); reduce('baz', array(1, 1)); f 00 L 2
foo bar baz — enit_intemediate('bar', 1); .
bar bar foreach ($data as $key => ¢values) { g bar: 3
Eg.?. . foo rEdUCE($key, $Va1UES) ' enit_intermediate('baz', 1); ba z : 2
: } enit_intermediate('foo", 1);

) © The Discovery Sciences Group 'L'Eﬁﬁﬂﬂ College



‘ Hadoop: Supporting Map/Reduce over Distributed Fil es

Open Source implementation of Map/Reduce by Apache
Java software framework
In use and supported by Yahoo!
Hadoop consists of the following components:
o Processing : Map/Reduce
o Storage: HDFS, Hbase (Google Bigtable)

©C 0 O O

@Yahoo!

Some Webmap size data:

Number of links between pages in the index: roughly 1 trillion links
Size of output: over 300 TB, compressed!

Number of cores used to run a single Map-Reduce job: over 10,000
Raw disk used in the production cluster: over 5 Petabytes

(source: http://developer.yahoo.com/blogs/hadoop/2008/02/yahoo-worlds-largest-production-hadoop.html)

i i | ial Coll
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HDFS: A Distributed File System Support Map/reduce

—

HDFS Architecture

/homeffoo/data, 3, ...

Metadata (Name, replicas, ...):

Metadata ops v Namenode

Block ops

Read Datanodes Datanodes

B N = - Replication 0B -
I [] J Blocks
\

" \/ Y,

Rack 1 Write

Rack 2

© The Discovery Sciences Group

HDFS: Distributed File System with the feature of :
*highly fault-tolerant

edesigned to be deployed on low-cost hardware
*high throughput access to application data support
map/reduce model for processing applications
that have large data sets.

*HDFS has a master/slave architecture. An HDFS
cluster consists of a single NameNode managing
the file system namespace and regulates access to
files by clients. In addition, there are a numbero  f
DataNodes, usually one per node in the cluster,
which manage storage attached to the nodes that
they run on.

*HDFS exposes a file system namespace and allows
user data to be stored in files. Internally, a file IS
split into blocks and these blocks are stored in a
set of DataNodes. The NameNode executes file
system namespace operations. It also determines
the mapping of blocks to DataNodes. The
DataNodes are responsible for serving read and
write requests from the file system’s clients. The
DataNodes also perform block creation, deletion,
and replication upon instruction from the
NameNode.

Imperial College
London



‘ Map/Reduce over Hadoop

extends

—_—_—— e —_—

implements |

. . | ial Coll
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‘ Map Class Sample Code

public static class Map extends MapReduceBase implements Mapper<LongWritable,
Text, Text, IntWritable>

{
private final static IntWritable one = new IntWritable(1);
private Text word = new Text();
public void map(LongWritable key, Text value, OutputCollector<Text, IntWritable>
output, Reporter reporter) throws IOException
{
String line = value.toString();
StringTokenizer tokenizer = new StringTokenizer(line);
while (tokenizer.hasMoreTokens())
{
word.set(tokenizer.nextToken());
output.collect(word, one);
}
}
}

) © The Discovery Sciences Group Imperial College



Reduce Class Sample Code

—

public static class Reduce extends MapReduceBase
Implements Reducer<Text, IntWritable, Text, IntWritable>

{
public void reduce(Text key, Iterator<IntWritable> values, OutputCollector<Text,
IntWritable> output, Reporter reporter) throws IOException
{
int sum = 0;
while (values.hasNext())
{
sum += values.next().get();
}
output.collect(key, new IntWritable(sum));
}
}

. . I ial Coll
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* Map/Reduce Can be Everywhere

Find the top 10 most visited pages in each category

Visits Url Info
CIECENET e
cnn.com cnn.com News

Amy bbc.com 10:00 bbc.com News 0.8
Amy flickr.com 10:05 flickr.com  Photos 0.7
Fred cnn.com 12:00 espn.com  Sports 0.9

o o

®

@ 0
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‘ Yahoo! Pig Latin: A Functional Language for Hadoop

visits = (user, url, time);

gVisits 5 visits by url;

visitCounts = gVisits url, count(visits);
urlInfo = ‘/data/urlInfo’ as (url, category, pRank);
visitCounts = visitCounts by url, urlInfo by url:
gCategories = visitCounts by category;

topUrls = gCategories top(visitCounts, 10);

store topUrls into ‘/data/topUrls’;

Imperial College

@ © The Discovery Sciences Group London



‘ Map/Reduce Can be Implemented via Compiler

Url Info

category
top10 urls

© The Discovery Sciences Group :f‘;ﬁgr(')?: College



Compilation into Map-Reduce

Every group or join operation
forms a map-reduce boundary

Reduce,

. ' Map,
Other o pera tions gEN i UUp Dy Cdlegoly

pipelined into map
and reduce phases

Reduce,

' ' ial Coll
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Compilation into Map-Reduce

Every group or join operation
forms a map-reduce boundary

Map,

Other OperatiOnS ’ G1UU Dy CAlegory
pipelined into map
and reduce phases

Reduce,

' ' I ial Coll
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* Programming over the Cloud

i i | ial Coll
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Programming over the Cloud :

YouTube

A Story of Geoff’s Blog

Fl I C kr ! ; Share your photos.
Watch the world.

hot
world.
==

Feedburner

P120

Imperial College
London




What did Geoff do:

—

» Geoff's work, which only took him a few hours, gives a sense of how simple

) © The Discovery Sciences Group

it's become to draw and service from various utility suppliers and combine
them onto s single Web page. What's remarkable is that he didn't need to
install any software or store any data on his PC. The various software
applications, and all the data, reside on the utility companies’ systems. Using
simple tools, he programmed all these far-flung machines to create a
multimedia experience for his readers....... P 121, The Big Switch

Geoff programmed, but he programs over the cloud (a set of services) rather
than over computers.

fProggla?wming over cloud means composing services —or Mashup (by our USA
riends

Imperial College
London



Build a Mashup?

What do you want to do?

1

Which data you need? APIS/RSS available?
How is your programming skills?

\\ Semi-Technical Skills

Geek \

Use mashup editors

Sign up for a developer token

http://aws.amazon.com/ Microsoft Popfly
http://lwww.google.com/apis/maps/ Yahoo! Pipes
http://api.search.yahoo.com/webservices/re OEDWiki by IBM

Google Mashup Editor (Coming)
Serena Business Mashups

Dapper
JackBe Presto Wires

}

Start coding Start Configuring

© The Discovery Sciences Group 'L'Eﬁﬁﬂi' College



‘ Mash up Is not New, Once We Called it Workflow

Discovery Net 2003 IEEE Supercomputing Award

Nucleotide Annotation Workflows

K 1 Hucliotide Annotation

E o

\ Eco RI @ ic.ac.uk

B

DK T
....... i dsm% - @
CreateDMA BAM HI @ ic.ac.uk Collate AnnotationyedictionTransferEMEL
a
H
i ac,ul

Teer FMAR;I KEGGI
Pro
>

N—
EMBL| |NCBIf (proT
S—
- Ry — j
TIGR| [ SNP GO
S—

-

© The Discovery Sciences Grou

CpaEreport @ hompeack

London

‘ Imperial College



Mashup Workflow Systems

—

IBM DAMIA

Yahoo! Pipe

maltinel [Sign out] Menu)»

{= Pipes: editing LondonEvents’ - Windows Internet Explorer

. ¥y 1 2 sz R s . )
1pes LondonEvents* E
Lajout  Expand &l Collapse Al Back to My Piges | New || Save || Saveacopy = Properies.. |

| ¥ Sources ~

(Fetch C8v
Faeﬂ Aute-nlscwer
Fﬂjch Feed
(Feteh Data
(Fetch Site Feed
(Flickr =
(Google Base .
(ttem Builder : —-— &=
[ Yahoo! Local B . 2 ke
(Yahool Bearch
P User inputs —
b Operators
b U
b String
b Date W

-

O URL
&  htpfupcoming yahoo comisyndic

Fing! events and activiies ¥ |with keywords !0

within| 20 miles | of London

Name: lSPLihish?

A e s

Common RSS Channel eler

Title: Floria Polic)
Link: Inttp:/idamia

[F’Efmlt V] items that match all |~ ofthe following

O Rules R _
© iter.description b Contains M 1t

Description: iJolns samp

/

|

Debugger: Union {25 items) ¥

© The Discovery S¢
Done @ Eﬂ' € Internet R100% -




‘ Yahoo! Pipes

» Motivation: Unix Pipes for the Web (or Visual Perl based on RSS)
» Design Principle:

<- mashup Web applications with few basic operators to form new
applications

< A compositional mechanism of the PaaS framework for Yahoo!

. . | ial Coll
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Yahoo! Pipe : Example

%81}395 ' untiled®  TechFeedsPipe®

Layout  Expand Al Collapse All Back to My Pipes | New || Save | Saveacopy || Properties..

w Sources
(Fetch CEv ol o
(Feed Auto-Discove-s ) [
(Fetch Feed 45
(Fetch Data 15
(Fetch Site Feed o)
(Flickr 2] = \ £
(Google Base o) ; “Uniar

(itern Builder i
{¥ahoo! Local )
(rahool Search 0
b User inputs '

Narme: dateinutt

Frampt:Show feeds puklished

Fosition: numbes

iterns that match 'nfthe following

b Operators <
b Url ' @ Rules | Defautt, datedime »
b String | @iternpubdate b is afer | datetime ¥e || pevugioatetie B
b Date o J
b Location :\‘\\\ T
P Number
Favorites =
bWy pipes © Sort by

ﬁfifem.'f'eedburner:nr'ig-_li__if__.éin ascending % | grder

b Deprecated

Debugger: Pipe Output (109 items)

© The Discovery Sciences Group :f‘;ﬁgr(')?" College



Yahoo! Pipe Architecture

Your client Your application Browser  Editor

.-""...F
X 7

"h'. r
| 4

VWeb Site/API

\
“u

Database

Sources

© The Discovery Sciences Group 'L"Jﬁﬁr(;i' College



Building Enterprise Cloud Needs More

* Sophisticated PaaS Platform
Finished At
Application SaaS Application
Application Mashups Middleware. \
Integration (SaaS - Saas) (Saas - On premise)
Multi-tenant database, metadata

Data Platiorm customisation

/‘

Billing Metering & Monitoring

Common Application
Services < Provisioning and authentication Development

L App performance Management
Runtime . .
environment Runtime in the cloud
On-demand Storage as a Computing as a
infrastructure Service service Y,
Infrastruct .
G;ﬁ;&iﬁqzﬁ Remote infrastructure Management
Infrastructure Physical Data Centre

8) © The Discovery Sciences Group Imperial College



PaaS example: Force.com

___ Salesforce.com SaaS
' Offerings

Oree.conr
e 345 A senane

— Schema Services

k], Trusmad, Secure Infrasruciue

Pegeaien e ] — Community / Ecosystem
| semewssse |l \fisyal Force (MVC Ul)
' s J|— Apex Code
st % — Web Services APls
)

,
e

— Data Center

© The Discovery Sciences Group :fgﬁﬁr(',?,l College



Building Applications with Force.com Platform

—

High Level System Abstraction

= Single low level
schema

*  Abstraction Layer

Integration | Custom Ul

Mobile

Classic Ul

SCC

Data schemas
Workflow and Logic
User interface

Describable as
metadata

* Enables

Integration Svcs
Ul Svcs

Mobile Svcs
Secunty Svcs

Low Level System Abstraction
(APEX Programming)

Composite

Metadata Abstraction Layer
 API-WSDLGen | | Data Schema

' Logic / Workflow |
Language Support )

Interface Definitions

Securnty & Sharing

o
b

Oracle Database / PLSQL }

2 e, . TolEm B =5

......

" OB e S Paie |8 Bopoaeounk
=\ T melic cloes

il o Fethed
poiic stetic vold hosluplicotesdvinoil{list<lcads leads)
Frdefine a set for esvll nfdreas ta Lead Lrege:

Hap<String, Load- loctdan - nes Map<String,Lesd-);

Forfleod Lead:leedsd §

1 ir dupen within the botoh
i bmndog  contatnaRay st L1 e, il
T Leadson. put{eadil, Leodd;

]

ar dusus
ct 1d, amcnl from Lesd s
heck)

Ao Wk bhu DR
ForfLead[] Leodst
forCLead |

© The Discovery Sciences Group
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Multi-tier Logic for Application Building in Force. com

—

/Custom Field Definition Edit

N

Field Information

Field Label | Order Mumber
Data Type  Text

General Options

Required  [] Always require a value in this field

Unigue Do not allow dupi‘m

(&) Treat "ABS *-': .

\

[ simple Formuia [

Select Field Type Insert Field

Opportunity M - Insert Merge

Discounted Amount (Currency) =
(1- Discount_Pct_ c)

~

-
-~

trigger leadDuplicatePreventer on Lead

// This Map stores a mapping to the lea
// lead's email address as the key. Thi
// lead in the database back to the cor
Map<String, Lead> leadMap = new Ma
for (Lead lead : System.Trigger.ne
// Make sure there are no du
if ((lead.Email != null) &&
(lead.Email
// catch the case wher
if (leadMap.containsEe
lead.Email.addExr

} else {

PSP R P |

/
~

J
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Declarative Logic (point and click)
Audit History Tracking
Assignment Rules
Escalation Rules
Workflows Rules

Approval Processes

Formula-Based Logic (similar to excel)

Formula Fields

Data Validation Rules

Procedural Logic (code)

Apex Triggers (logic before or after a save,
update or delete)

Apex Classes

Apex Web Services (logic that can be called by an

external system) Imperial College

London



InforSense Platform for Bl Cloud Application

Reporting and Analytics SaaS > InforSense BI
Mashups Middleware application builder

(SaaS - Saas) (Saas - On premise)
Multi-tenant database, metadata <>Supports MaSh'Up
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InforSense PaaS Platform - Architecture

InforSense Application \ /I nforSense Analytical PaaS Server \
Builder Environment

5 InforSense Workflow Builder @@
w Tooks Help

BXB) EERB] @0 ) rororm:

shup Demo

Interactive Web Reporting Engine

File Edit Resaurces

DrgcgErgal o~
Resou

(VisualSense)

eeeeeeeee

Enterprise Analytics Workflow Engine

®-fffl
(2] Workflow Dev

N Data Processin .
= 9 Analytics Operators
Operators
Node Editor [Workflow Parameters]
u i e bt - Web Service Connector Database Connector
ges | Merge of Untitled Project (1) (21:13:49.140 07/09/08) Completed [Resut Saved] Tasks pendling: 0 Tasksrumning:o [

-Graphical IDE for building Bl Cloud
applications. Enterprise Analytics / Data Management

-Workflow based virtual warehousing
-Analytical mashup

Deployable on Cloud or Virtualised

\ / \ Infrastructures /

Imperial College
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‘ InforSense PaaS Technology Map

InforSense
VisualSense platform:

Deployment Workflow-based
Analytical Mash-up

' ¢ gl : : Workflow ~ ~* © ';.-
Weh L based gs [ External

Browser LT - ’:j’;’;'ﬁ?&';’; B Systems
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InforSense PaaS Platform - Life Cycle

{ﬁ

N

L @l
\ "@f(\i: \ ‘_((ég\%;i

\
Deployment
of application
over cloud

4

1) Application developer builds
and tests Bl could application

locally using InforSense Builder
Environment 2) End User community accesses deployed Bl cloud

applications which are hosted and managed on Service/cloud

\ / \ Based Infrastructure /

. . I ial Coll
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InforSense SaaS Platform — Cloud Application Builder

—

1) Components to
guery data sources
and perform analysis

snse Workflow

File Edit Resourcks ‘Workflow [

Builder

Yiew Toolz Help

3) Bl Application
Logic, describe

up applications

N'EIENEEa) - - BxB EERE| 20| ) o] orm graphically

Resources _ \ — J Mashup 1 - Sales Force & Google Maps -! /

;l!.lseip_-EJ Componengs !Tasks _ - i:

!_T_grf_e_lfv_words 1o filter., \ | I

B- & % Control \ Al

E ControlFlow — :

5 & External Comnectors E’ @’1

(, Google Map Query Salesforce. Rermove MNulls

@ Query Salasforce
il Bill—(p
zips codes Merge Google Map
\ .
\

m';d Praprofsss Mode Editor [Wlorkflow Parameters] \ l

|+ | User Customization |~ | , :_i;:t_eracti-on _ [ -utput_ | Input_ _ |

j ER . ] Parameters [ | Cache [ Histary \ | Mates [ |

briing | : -- \ .
2) Data sources can |, - “ pame value \ I
be both SaaS or on- | =il 4) Finished application
pl’emlse tO Create I onse _ ’ Right-click on a Parameter to access its Advanced Set deployed tO CIOUd Servel‘
. g ] hode status Ok

middleware or mash

Tasks pending: 0 Tasks running: 0 I
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InforSense SaaS Platform — Bl Cloud Application
Presentation

nforSense Portal + VisualSense - Windows Internet Explorer
G_‘; + |6 hitp://localhost: 13100/ portal o [#2[x] |

Google (G- v|Goog @ M~ | €% Bookmarks PRk, ‘EI Pap-ups okayl W Check » ¥ (3 Settings+

¥ 4 (23]~ & mternet Bxplorer cannot... | €3 Inforsense Portal + .. x| | & - i v [ Page v 3 Tools »

L AL L Vauseree B4 ~ InforSense Portal + VisualSense - Windows Internet Explorer [[=1[E3]

19| || Template Listing || 2= Mashup 1 - Salles Force & Google M: . = e LI
l il L o i i Q_E__}- “3http://\Dca\hosttlslﬂulpnrta\f# w42 % | ‘ £

]Iﬂ | X0 | B

Google (G- v|Go¢ @ @ M~ 7% Bookmarks- FassRent v L pop-ups okay‘ ‘& check ~ > (@ settings~
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= e ﬂ W & ‘glnforSenﬁe Portal + VisualSense | o5 - d® - [2rPage v (0 Tools »
tish < 2 -
imbia Esmgrton e i . Inin_l'ﬁllsﬁ PORTAL  VisualSense | Workflow Builder | Preferences | Help | Logout |
%ﬁ " IS | Template Lstng | g Mashup 2 - Internal Database & xis file |
{icalgary S Ontaric P e X Close | @
glh - P S - e - =
Cliec 50 Responders
3 i : < . . e
s,  InforSense Portal + VisualSense - Windows Internet Explorer EEX ™
R North S \ - o =
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3 1daho.  yyoming o “)Inforservse Portal + VisualSense | & - # - |} Page * (G Tools ~
5 | "
Salt Lake lowa z
T Nebraska _ gaana = Infor{ense PORTAL VisualSense | Workfiow Builder | Preferences | Help | Logout |
W Dener HIIN0IS jngian S -
Nevad: ] = r -
G i i e »! | Template isting || i Mashup 4 - Performance & Risk Data |
aloriee Kansas  Missouri®
P Wichta@ S L tir | X Close | @
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‘ Building the Discovery Cloud
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‘ Goals for Discovery Cloud (DC)

» Concrete hands-on research in cloud computing:
Investigating cloud computing mechanisms for
service provisioning, scheduling, SLA formulation,
hypervisor portability and feature enhancement, etc.

> Application research of cloud computing

<>Applicability of cloud computing for scientific
computing and scientific data analysis

» Investigating building large scale cloud computing
system using open source software

> Education use

. . I ial Coll
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An Abstract Model of DC

Web service Interface

[Computing Element } [ Storage Element J

& )
;/Q\\\

A

(\ Clouds
T
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Outline

—

» Overview of Discovery Science Clouds (DSC)

» DSC Open Source Cloud-ware
<> Ubuntu + Xen
<> Eucalyptus
> Applications on DSC
<> Apache Hadoop
<> Running Pig
» DSC testbed
<~ Installation, configuration, and deployment

» Lessons Learnt and Remarks

. . | ial Coll
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Atayered Structure of Discovery Cloud

Application Layer

(Apache Hadoop environment +Yahoo Pig+ DDM )

© The Discovery Sciences Group :fgﬁﬁg?,l College



Imperial College Qyerview of Discovery Cloud (DC)
London

Pig Service, Data

Application Layer Mining Service, I
ot etc. . -
(Applications) Virtual Cluster A
_______ f ' Apache Hadoop Cluster
'/’Virtual Cluster B \\\ .\“\ _______________________________ e

Parallel Computation Cluster

Virtualisation Layer
(Middleware)

Ubuntu + Xen Ubuntu + Xen Ubuntu + Xen Ubuntu + Xen

dscOl.doc.ic.ac.uk dsc02.doc.ic.ac.uk dsc03.doc.ic.ac.uk dsc04.doc.ic.ac.uk

Fabric Layer

(Hardware)

© The Discovery Sciences Group



‘ Applications on DSC

» Hadoop + Pig
<> Hadoop for providing Map/Reduce-based data parallelism
< Pig for declarative coding for analyzing large data sets
<> Operations in Pig are extended to support data mining

» Enabling high performance mining for large-scale data
process

< Parallelisation of data mining algorithms are implemented
through Map/reduce model

» Mapping dynamic data mining models to the could
infrastructure to deal with real time analytics
management

, , I ial Coll
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‘ Building-up DC

» Three stages:
< Fabric Installation
< Cloud middleware
<> Application environments

» Step-by-step:
<> Physical machines
< 0S
< Middleware
<~ Application environments
<> Applications

: : | ial Coll
© The Discovery Sciences Group L'Eﬁﬁﬂ?, o



‘ Step by step (1)

» Basic Linux OS:
<~ Install Ubuntu 8.04

> Install Xen
< apt-get install ubuntu-xen-server

> Vi /etc/modules
<> Add one line: loop max_loop=64

> Vi /etc/xen-tools/xen-tools.conf
< Modify accordingly

» Reboot

. . I ial Coll
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‘ Step by step (2)

> Create Virtual Machines (domU)

< xen-create-image --hostname=dsc01.doc.ic.ac.uk --size=2Gb --
swap=256Mb --ide |
--p=192.x.x.101 --netmask=255.255.255.0 --gateway=192.x.x. 1
--force |
--dir=/home/xen --memory=64Mb --kernel=/boot/vmiinuz-
2.6.24-16-xen |
--initrd=/boot/initrd.img-2.6.24-16-xen --install-
method=debootstrap --dist=hardy |
--mirror=http.//archive.ubuntu.comyubuntuy/ --passwd

» Check log file
< /var/log/xen-tools/dsc01.doc.ic.ac.uk.log

: , I ial Coll
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‘ Step by step (3)

» Cat config file
< cat /etc/xen/dsc01.doc.ic.ac.uk.crg

> Start the virtual machine
< xm create /etc/xen/dsc01.doc.ic.ac.uk.cfg
<~ xm console dsc01.doc.ic.ac.uk

> Check vm
<~ xm list

» Login
< ssh root@dsc01.doc.ic.ac.uk

> Shutdown
<~ xm shutdown dsc01.doc.ic.ac.uk

: : | ial Coll
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‘ Step by step (4)

» Setup other three machines following same
procedure
<-dsc02, dsc03, and dsc04

» Check Xen v-machines
<-xm list

Ubuntu OS+Xen done!
Go to Eucalyptus setup!

© The Discovery Sciences Group :fgﬁgg‘:' College



‘ Step by step (5)

> Eucalyptus setup!

» Download the appropriate installation files
from http://open.eucalyptus.com/downloads

> Prerequisites

<~ synchronized all machines (a NTP server)
<> Open ports needed (iptables)

o ports 8443, 8773, 8774, 8775 (node)

< configured with a bridge as the primary interface
0 dsc02, dsc03, dsc04

0 auto br0
o iface br0 inet dhcp
o bridge_ports all

' ' | ial Coll
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‘ Step by step (6)

» Install master node (dsc01)
<> the cloud controller (-cloud package)
<> the cluster controller (-cc package)

» Install three nodes (dsc02, dsc03, dsc04)
<> the node controller (-nc package)

» To connect the Eucalyptus components together

<- $EUCALYPTUS/usr/sbin/euca_conf -addcluster <clustername>
<clusterhost> $EUCALYPTUS/etc/eucalyptus/eucalyptus.conf

< $EUCALYPTUS/usr/sbin/euca_conf -addnode <nodehost>
$EUCALYPTUS/etc/eucalyptus/eucalyptus.conf

, , I ial Coll
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‘ Step by step (7)

» Starting Eucalyptus

< Master node (dsc01)
o $EUCALYPTUS/etc/init.d/eucalyptus-cloud start

o $EUCALYPTUS/etc/init.d/eucalyptus-cc start
<-Slave nodes (dsc02, dsc03, dsc04)
0 $EUCALYPTUS/etc/init.d/eucalyptus-nc start

» Configuring eucalyptus
<>admin portal: https://localhost:8443

: : | ial Coll
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‘ Two steps for setting-up Hadoop

» Create a v-Cluster for Apache Hadoop
<»Apache Hadoop Cluster setup
<-A Virtual Cluster managed by Eucalyptus

» Install/config Apache Hadoop
<-Install Hadoop on the v-Cluster
<-Configure Hadoop
<-Start Hadoop

, , I ial Coll
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‘ Step-by-step (1)

» Create an V-Cluster for Apache Hadoop
<-Adding Images
0 ec2-bundle-image -i <kernel file> --kernel true

0 ec2-upload-bundle -b <kernel bucket> -m
/tmp/<kernel file>.manifest.xml

0 ec2-register <kernel-bucket>/<kernel
file>.manifest.xml

<-Associating kernels and ramdisks with instances

0 ec2-bundle-image -i <vm image file> --kernel <eki-
XXXXXXXX> -—-ramdisk <eri-XXXXXXXX>

, , I ial Coll
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‘ Step-by-step (2)

» Install/config Apache Hadoop
<-download software:

http://hadoop.apache.org/core/docs/current/quickstart.html#Download

<-install the packages on all nodes of v-Cluster.

<-edit three config files: conf/core-site.xml; conf/hdfs-
site.xml; conf/mapred-site.xml

» Startup Hadoop
<>bin/hadoop namenode -format
<-bin/start-dfs.sh
<-bin/start-mapred.sh

: : | ial Coll
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Now, We are in the position to build a Knowledge Di  scovery Cloud

. A Buzzword or a Reality

Dynamically
Changing
Requirements

Continually

Changing Data

/

Continually Changing
KDD Process

On-demand Resources Knowledge

Utility-based, pay on Discovery

Scalable per use model “on demand” and

“at scale”

v

_ Virtualized
Service-based

interfaces

Massively Parallel
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MESSAGE Project: A Motivating Example
>ij'E

SSAGE aims to build a dynamic monitoring system for
urban pollution based on real time analysis of wireless mobile
Sensors

»MESSAGE has developed an e-Science architecture and the
associated infrastructure to support:

e Flexibility
» Heterogeneous sensors
* Heterogeneous databases

« Scalability
« Connect new sensors, data stores, applications
» Opportunity to use on-demand computing platforms
* Different data pre/post-processing approaches

* Interoperability
* Interoperable data transmission formats — JSON, XML

» Federated database infrastructure -
1) © The Discovery Sciences Group :fgﬁgg?: e



Is this Architecture Good Enough?

Custom Applications / Data Feeds

Q@ O O

User Interfaces /
Visualisations

Application Layer I
S S N s AL R
=_ _____ - Third-party
i data feeds
!
1
Re[&;;:iame Distributed Data
Data Layer Manager SRS

Sensor Layer
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Cambridge
Data Capture
Environment

Phone Data

Service
N—/

Imperial
Data Capture
Environment

Newcastle
Data Capture|
Environment

Oracle
EDGE

Server

A
<,
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<
[
%

Sensor (\
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Distributed Data Mining
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‘ A New Analytics Infrastructure is Needed

» The Analysis needs to be in real time, on dynamically
available information

» Global information is not always needed: federating a
central data base is not suitable

» Local models contribute to the global knowledge

» Model management is more important than data
management

» Model life cycle becomes essential: Long life model vs
short life data

» On demand evolution of knowledge:

<> Model level scale-up----Learning a better model : hotspots need
to be investigated in details

< Model level scale down---using less sensors for normal situation

, : I ial Coll
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* In Fact, the Information Infrastructure
Can Be Easily Done in a Cloud Way

Applications, Sensors, Data Repositories as Services
Computing via Amazon EC2

Portals as Gadgets

Metadata by tagging

Data sharing as in YouTube mashed up with Google Maps
Alerts by RSS

Virtual Organizations via Social Networking

Performance by multicore

Interfaces via iPhone, Blackberry etc.

VV YV V VY YV VY

A\

The main challenge is to have a Cloud Infrastructure for Analysis !

. . I ial Coll
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‘ Dynamic Data Mining Model : Analysis on Demand, at Scale

»Dynamic Data Mining Model : An Paradigm of Analysis Dynamically
Changing Information with Different Degree of Interests

» New data are dynamically acquired which may change the models learned
from historical information

»Models are managed with its life cycle:
> Model created
> Model selected for use
» Model evaluated
» Model updated
» Model combined

»0n demand updating : data driven or business requirement
> At scale learning : A MAP/REDUCE based execution model

Imperial College
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‘ Data Mining Algorithms with Map/Reduce Model

1112 2!

- 1132

]

| L LLAI query_infe

| oete [ enaine

et 1.2

} Slrrm 1.1.2: reduce

Master | 1.3 -rosul

1.1 intermpdistn data |

ReGuCEr

1.4.1: map (spit dada)

Map-reduce for Machine Learning on Multicore :

1.0.4.1 guery_lnfo

HHPH’_H-I'FH-"

e | o

Cheng-Tao Chu et.al,

CS Department Stanford University
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Dynamic Data Mining Model

—

»Dynamic Data Mining Model Illustration:

.....

',.f"‘lmm
S s Workflow/
F Dataflow
' Knowledge/
'.-" Data Patterns
] ====§ Epodbacks
Real-tifne/

Histofical

Preprocessed Dat

by one (hlock)

| Modeling

labelled & unlabell§d)
Data
| Pre-a |

—finc cxample (blo l

Evaluated

Knowledge
(models,

data patterns)

RO N ————
L=

Interpreted “‘
Knowledge

E":I‘
=1l |
L]
gl ol
—) L
[
Users |
[}
]
1]
i
'

Dynamic data preparation (DDPp),
Dynamic model selection (MS),
Model evaluation (ME),
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Dynamic data pre-analysis (DDPa),
Dynamic model updating (MU),
Knowledge interpretation and visualization (KI&V)
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‘ A Conceptual Implementation of DDM

....................................................... < lGDDM

D fic HLDDM Controllers (s. lave nodes) |
ID.scoverv' cloud chtroller (Server) i ontrollers I: ontroliers (5 ave nNno ES) H
' 1 { head nodes) 1, ]
Web | Access Management Knowledge, ::l-"'ar-a”eﬁzaﬁu y Collaboration Control !
Service i Soervices Knowledge 1 Procesajlevel Parallelization i
Reauests : Discovery., Data Contral (ci‘vr}hsrir: data mining based ) :
| : Services i | ] VAR
é-i " —*s wsinterface . . - LDDM 3 DDPP | E P(ill.‘l:r(“l:l'{.ll"lclﬂ E :

= 1 . ’ ! i Control (e.g. :
5 Y ; Knowlaedge Application i MapReduce) ||
S .= BT anage -Level : i
Zu..... ¥ = Integrity & Management Parall.:;i.;alio » GDDM 1 DDPa| SVMs |
= '_g E : = Encryption & A i
= ] k i 1
22 3 : T T Ehec —— —- Control LDDM, : Naive -
g - ] I sSLAa i| Authentication Privacy Knowledge ( Fynarmic II l..1 'F Bayes :
" 1 || fcantroti|s Access contral]| Contral Discovery data mining ' :: i 1 i
Web : Policy Management enabitcd . GDDMn i ElNetc\::l;?ks !
Requests H uUnderstanding o workflow) I: : I
(e.g.web |} & Cantrol ¥ : - :
portals)f : :: H : :
Workbench 1 Data B ¥ !
Access L www s virtaa | St | TRTEET - T i
(e.g. creating : | Workbanch i “ - Pricing —f- Iy it o & E tion :
workflow) ; J . l\-'ll:'?m oring xecutio i

. ]

e e T e e e e e A e e e e e e

Data (Stream ) Access and Control

» DCC: User entry point, KM/DB persistent systems
interface, high level problem decomposition

» GDDM: General Map/Reduce Style Organiser for DM
» LDDM : DM on the local data
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‘ Map the Dynamic Data Mining Modelto DC

Discovery CLC : process user requests, making high level VM
Cloud Controller instance scheduling decisions, processing SLAs
- and maintaining persistent system

CC Gathering state infromation
S collection of NCs, scheduling
incoming VM execution request to
individual NCs, managing the

configuration of the instance networks

GDDMCr | " GDDMCr |

s CC

LM | NC LM NC LM LM NC
(oord) | (ooey (oor) |(Dor) NC : the component that executes on (5or3) | (pors
() |Ow) the physical resource that host VM ()
instances and is responsible for
instance start up, inspection,
(s || () (o) || (o shutdown.... @ |
12) © The Discovery Sciences Group e
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—

A PaaS platform to build a Discovery Cloud

» Abstracting commonly used DM functionality as services
» Each service has a Map/Reduce implementation

» Use workflow to compose services

» Deploy composed services based on_the DDM/Cloud mapping

Computational
Resources

@ © The Discovery Sciences Group
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Example

—

Distributed Real-time stock price
prediction

When and how much to buy or
sell stocks through predicting the
trends and extents of intra-day
stock price movements within a
changeable short time interval
(e.g. less than every 10 minutes)
on London Stock Exchange (LSE).

The next time-interval (i.e. a time
window) price of a stock depends
on not only various economic
indicators but also political and
international events.

Influenced by some other major
stock markets in the world such
as the New York Stock Exchange
(NYSE) and the Tokyo Stock
Exchange (TSE)

@ © The Discovery Sciences Group
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Prediction with Discovery Cloud

» On Demand :
< New source of information
< New criteria of models
<> New business need: e.x. a portfolio design

> At Scale :
<~ Data size
<- Time interval
<~ Precision of the models

> Delivered as a service:
<> Not only the data (DaaS)
<> Not only the model (KaaS)
<> But also the process (PaaS)

. . I ial Coll
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‘ Building the Discovery Cloud
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Cloud Computing: New Challenges and
* Opportunities to Computer Science (1)

» Towards to a mathematics of distributed computing:
virtualization provides the uniformity to the resource. Thus,
a compute instance can be associated with a matrix to
abstract its resource and cost information. Resource
scheduling for services provision is then becoming an
optimization issue, i.e. constraint programming. Moreover,
if we combine the pricing model with the resource
optimisation, the whole theory of Computational utility
theory can be developed just like we did in the past 20
years for the power grid. Further more, an economics of
cloud computing can be developed when the computing
resource becomes a trading commaodity.
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Cloud Computing: New Challenges and
Opportunities to Computer Science (2)

—

» Towards to a social knowledge economy:

Cloud computing
exploring individ
collaboration. It

provides a global platform for
ual creativity with social
oreaks the enterprise barriers in

building knowlec
store business m

ge products. The Apple application
odel is the first example that a

new software production model is becoming a
reality. Such a model of global collaborative
knowledge production and trading is not only an
revolution in software industry but also a great
opportunity for computer science. A new software
engineering principle need to be established for
such a new industry
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Cloud Computing: New Challenges and

* Opportunities to Computer Science (3)

> Towards programming of the Flat World :
Programming a Cloud is completely different from
coding a stand alone computer system, or a
networked computing system. Programming a
Cloud can only be done at the service level. Thus,
the declarative style of programming offers a
promising paradigm. However, a simple reuse of
old technology is not going to work. We need to
start with the declarative programming principle
but investigate new abstraction mechanisms to
realise a flexible, expressive and adoptable end
user programming model for building personal
cloud applications.
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Projects for tomorrow : Over the Cloud

—

» What can and cannot easily be hosted in a cloud?

» What extensions or modifications are required to
support a wider variety of services and
applications?

<-Scientific computing
<-Data assimilation
<Multiplayer gaming

» How can cloud computing be coupled with other
distributed software systems and infrastructure?

<-How should clouds and mobile devices (e.g. cell phones)
interact?
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Projects for tomorrow: Within the Cloud

—

» Management of services (groups of VMs) with
inter-connection taking into accoount the
relationship and placement constraints within and
across sites

> ¢ Dynamic and scalable management of VMs
and physical resources and elasticity support to
meet variations in service workload—An
optimization problem.

> o Advanced placement algorithms with policies
for SLA commitment...

> o Architectures for federation of sites and
heuristics for capacity
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4* Projects for Tomorrow:
Make a Cloud

Go to the computer centre of your university, convince them to work with you
to build a campus Cloud so that the instrument, experiment information,
literatures, computing resource are all come be provided as shared resources
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» Cloud computing is based on the concept of centralised
provisioning of resources

» Cloud computing transfers the IT industry from product
manufacturing industry into utility service industry

» Cloud computing changes the focus of software from
one for all to one for each

» Personalised computing and computing as a service
should be one of the key focuses in our future research

» A NEFE RIS = 4 NRIRSS
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