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Abstract

Opportunistic spectrum access (OSA) has been regarded as the most promising ap-
proach to solve the paradox between spectrum scarcity and waste. And we investigate the
practical OSA model, where secondary users make their channel selections in a completely
distributed fashion. We formulate a game structure to help the secondary users make deci-
sions. Then we prove the proposed game an exact potential game, so that the convergence
of the model is guaranteed. However the proposed problem is an NP hard problem. Optimal
solution is hard to find without large amount of computation. So we proposed a learning
algorithm, which only needs the local information that secondary users can access but has
a fast convergence speed to Nash Equilibria(NE) points, to solve the NP hard problem
formed in the model. The convergence of the proposed algorithm is proved. And we use
some simulation results to show the fast convergence property. Finally we point out some
possible ways to extend the research.

Keywords: Opportunistic spectrum access, Learning algorithm, Fast convergence

1 Introduction

There is a common belief that we are running out usable radio frequencies. Opportunistic
spectrum access, which is based on cognitive radio is always regarded as one of the most
promising solution to the spectrum scarcity problem. In OSA systems, there are two types of
users. One is the primary user which is the licensed owner of the spectrum, and the other is
the cognitive user(secondary user) which is allowed to transmit in the licensed spectrum at a
particular time and location when and where the primary users are not active.[1] Usually, the
channel selection in OSA systems is centralized, which means that a secondary user is required
to have a global knowledge about the system and other secondary users. To make the most
of spectrum resources and make the system more practical, distributed channel selection , in
which secondary users only use their local information to estimate the quality of the available
channels, should be applied. Learning algorithm is the most useful tool to solve such a problem.

In most of current works on learning, they focus on the convergence of the algorithm but
forget the convergence speed is important as well. Nowadays, the environment is time variant,
but most of systems are under a static framework. These two factors will lead to the problem
that not until the system reaches the stationary point, the environment changes. So increasing
the convergence speed in a static model is desirable. That is what we are focusing on. By
extracting the useful information from the limited resources that a secondary user can access,
we are able to develop an algorithm which increases the convergence speed by 30%.

The whole report is organized as follows. Section 2 introduces some previous works related
to learning approaches. Section 3 describes the system model and how the problem is formulated
and also the proof of the convergence of the problem. In section 4, we briefly introduces the
existing algorithm used to solve the problem and point out some drawbacks of it. Section 5
mainly describes the algorithm we proposed and proves its convergence. In section 6, some
simulation results are displayed to show the fast convergence property. Section 7 draws a
conclusion and Section 8 raises some upcoming challenges derived from this problem.
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2 Some related work

2.1 Stochastic learning automata based algorithm

In [2], the authors make the channel selection decentralized by a stochastic learning
automata(SLA) based algorithm. In their scheme the secondary users can make estimation
about how crowded a channel is and automatically adjust its knowledge about the channels
using only the reward they get from accessing the channel. Finally the solution will converge
to a pure strategy, which means in a time slot, the secondary users are able to select a channel
with 100 percent probability. And it is proved that the strategy is a NE point.

2.2 Regret based algorithm

In [3], the authors estimate channel contention for a simple CSMA channel sharing scheme.
They use a game theoretic framework to highlight issues of competition among multiple radios.
In the resource allocation part, the authors proposed a regret tracking algorithm to estimate
the status of each channel. But the authors fail to prove its convergence to the NE point, they
only find it converge to a correlated equilibria. And this algorithm is completely distributed,
each secondary user only uses its local information to make judgement.

2.3 Spatial adaptive play based algorithm

In [4], the authors consider the resource allocation problem from two level. The first level
is a central algorithm, which means there is a central station to collect information from all the
secondary users and allocate the channel resources to achieve the global optimal. Then they
make the problem more challenging to remove the central station so that secondary users have
to learn about channel information, including the quality and contention level, on their own
through the interaction with the system. The authors proposed a learning algorithm called
concurrent spatial adaptive play(C-SAP) based on the SAP algorithm to solve such a problem.
It will help the system achieve global optimal throughput and also maintain a tolerable level
of unfairness.

3 System Model

3.1 Model Description

We use a similar system model with that in [2]. In our model, there are N secondary
users and M liscenced channels(0 < M < N),. Each channel has a maximum transmission
rate Rm, 0 < m < M . Here we assume that the same channel has the same transmission rate
for all users, although different users may experience different transmission environment, like
channel fading and transmission distance. Moreover, it is assumed that the primary users use
the licensed channels in a slotted fashion and their activities are independent from channel to
channel and from slot to slot. Under such an assumption, we define θm as the probability of
channel m to be idle and the value of θm is time invariant. To make the model more practical
and energy efficient, we assume that secondary users do not exchange information with each
other and the channel availability statistics θm is unknown.

When it comes to the transmission procedure, we consider a slotted structure. And each
time slot has the structure as illustrated in Figure 1. The first step is channel selection and
channel sensing. Channel selection in this model is completely distributed and we assume that
the channel sensing is perfect in this case. Suppose the total length of a time slot is T , the
channel selection and sensing time is set to be a fixed value Ts. The remaining length of this
time slot is represented as Te. The second step is channel contention. If a channel is sensed to
be idle in the first step, then the secondary user will attempt to use this channel for its own
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Figure 1: Illustration of a single time slot

transmission. To avoid collision with other secondary users, we use a Carrier Sensing Multiple
Access(CSMA) scheme here. Te is divided into mini time slots with length τ(τ << Te). Here
we consider two types of CSMA.

• Type (I)
In each mini time slot, each secondary user contends for the channel it selects with a
fixed probability Pa.

• Type (II)
Each contending secondary user generates a random integer wn, which follows uniform
distribution on [1,Wmax]. Wmax here is supposed to be comparable with N . Then the
secondary user will contends the channel on the wnth mini time slot.

A channel contention of a secondary user is said to be successful if no other secondary
user contends during the same mini slot. The successful secondary is allowed to transmit its
data for the remaining time of this slot. It is clear that Type(I) is suitable for the condition
that N is not much larger than M , because it encourages secondary users to contend for the
channel as soon as possible. Type(II) is suitable for the situation that N is much larger than
M , because it separates secondary users uniformly in the interval [1,Wmax].

The final step it to extract information from the access experience in this time slot, or in
other word learning from the process. Although this step will cost a small portion of this time
slot, we consider it to be ignorable.

3.2 Problem Formulation

We first analyze the problem in a single time slot. Let an denote the channel selection of
user n and sm denote the number of secondary users contending for channel m. Then we can
have the random reward received by secondary user n:

rn = [(Te −Nc(sm)τ)/Te]βn(sm)ImRm (1)

In (1), Nc(sm) is the number of mini time slots it takes for a successful channel contention
with the condition that there are sm secondary users contending for this channel. β(sm) is
an indicate function to represent if user n is able to successfully contend for channel m. Im
indicates whether channel m is idle in this time slot.
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If we choose Type(I) as a CSMA scheme, then we have Ncsm as a geometric random variable
with the probability mass function (2):

Pr{Nc(sm) = i} = ps(1− ps)i−1 i > 0 (2)

where ps = smpa(1 − pa)sm−1 represents the overall successful channel contention probability
in a mini time slot.

When Type(II) CSMA scheme is adopted, then we can get the distribution of Nc(sm):

Pr{Nc(sm) = i} =
1

Wmax
(1− 1

Wmax
)(i+1)sm−1 i > 0 (3)

Based on the analysis above, we can have the expected reward achieved by secondary user
n in a time slot j:

r̄n(j) = θmf (sm)Rm (4)

where f(sm) is a function of sm representing the expected throughput loss with sm secondary
users contending for channel m:

f (sm) =
E[Te −Nc(sm)]/Te

sm
(5)

Actually, our following analysis is not quite related to the expression of f(sm), thus we can
use f(sm) instead of the specified expression of it. As we know, when a secondary user fails
contending for a channel, it will still waste some energy and more or less affects the transmission
of the successful one. Thus we give these users a small penalty here. This is intended to improve
the convergence speed which will be mentioned in the following sections. To make the penalty
more accurate, we define the number of mini time slots it takes for a secondary user n to
contend for a channel m as Ntnm(sm). Under our assumption, each user knows Ntnm so that it
can be used in the distributed algorithm. Also the reward defined in (1) is also the information
we can exploit. Then we can define the revenue of user n as

ξn =


rnNtnan

(san )

Rmax
, rn 6= 0

− 1
Ntnan

(san )
, rn = 0

(6)

where Rmax is the maximum transmission rate of all the m channels and is a fixed value to
normalize the reward of each user. We use an in (6) instead of m to represent the channel
selection of user n, because a secondary user only receives the information from the channel
that it chooses in current time slot.

It is obvious to see that when secondary user n contends for channel m with sm − 1 other
users, the probability that user n wins the contention, i.e. rn > 0, is 1

sm
. Then we can calculate

the expectation of revenue ξn as (7):

ξ̄n = E [ξn] =
θmf(sm)RmNc(sm)

Rmax

1

sm
− (1− 1

sm
)L (7)

where L denotes the expectation of the number of mini times slots that a secondary user has
to wait to contend for the channel. When we adopt Type(I) CSMA scheme, L = 1

Pa
. If we use

Type(II) CSMA scheme, L = Wmax
2 .

Then we can define the total revenue of the system as (8):

Us(a) =

N∑
n=1

ξ̄n (8)
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where a = (a1, a2, . . . , aN ) is the channel selection profile for the secondary users. Then the
system-centric objective is to find the optimal channel selection profile aopt such that the system
throughput is maximized:

aopt = arg maxUs(a) (9)

Solving the equation in (9) is challenging with no central controller here to exchange information
here, so a distributed approach with learning ability is desirable. This model can be modeled
as a non-cooperating game to get a suboptimal solution.

The game is denoted by G =
[
N, {An}n∈N, {un}n∈N

]
, where N is the set of players, An =

{1, . . . ,M} is the set of available actions for player n and un is the utility function for player
n. The utility function here can be defined as the expected achievable throughput of player n:

un(an, a−n) = E [ξn|(an, a−n)] (10)

in (10), a−n represents the channel selection profile of all players excluding n.

3.3 Convergence of the problem

The key idea to prove the convergence is to prove that the game we proposed here is
an exact potential game. And according to the good properties of exact potential game, the
convergence to NE point will follow.

We can see from (7) that the expectation of ξ is the function of sm and sm is the only
variable in this equation, which means the expectation of ξ is only related to the number of
users who contends for channel m, instead of which users are contending for the channel. This
allows us to adopt the potential function described in [6], i.e. we can define the potential
function here as (11):

Φ(an, a−n) =
M∑
m=1

sm∑
k=1

ϕm(k) (11)

where ϕm(k) = θmf(sm)RmNc(sm)
Rmax

1
sm
− (1− 1

sm
)L.

Theorem 1. The proposed non-cooperating game G, is an exact potential game with the po-
tential function defined by (11).

Proof. When a single secondary user n changes its selection unilaterally from an to ãn, then
the change on user n’s utility function is given by:

un(ãn, a−n)− un(an, a−n) = ϕãn(sãn + 1)− ϕan(san)(san) (12)

Then we can calculate the change on potential function made by the unilateral change of user
n:

Φ(ãn, a−n)− Φ(an, a−n) = (
sãn+1∑
k=1

ϕãn(k) +
san−1∑
k=1

ϕan(k))− (
sãn∑
k=1

ϕãn(k) +
san∑
k=1

ϕan(k))

= ϕãn(sãn + 1)− ϕan(san)

(13)

Then from (12) and (13), we can see that:

Φ(ãn, a−n)− Φ(an, a−n) = u(ãn, a−n)− u(an, a−n) (14)

We can see from (14) that the change of a single user’s utility caused by his unilateral change
is equal to the change of the potential function.Then we can say that Theorem 1 follows.

With Theorem 1, we can say that there is at least one NE point in the proposed game
model and the system will converge to a NE point in finite time durations.
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4 The SLA based algorithm

To achieve the NE point, the authors in [2] proposed an effective SLA based algorithm. It
is completely distributed and is able to converge to the NE point of the game G in a limited
time duration. They use the reward that the secondary users can get in each time slot as the
learning material to update the channel selection profile of each secondary user and this the
selection of each secondary user is proved to converge to a pure strategy NE point.

However the algorithm that the authors proposed have the following drawbacks:

• This algorithm does not exploit all the information that a secondary user can access,
actually they use only the reward that the secondary users get to update the channel
selection profile.

• This algorithm suffers a relatively slow convergence speed, because users who have no
reward will have to keep unchanged in the current time slot instead of modifying the
selection profile.

To solve these problems, I introduce the revised SLA based algorithm, which makes the most
of information that a secondary user can get and have a faster convergence speed.

5 The Revised SLA based algorithm

The main idea comes from queuing. Intuitively, in CSMA when a user comes to the
channel very early but still cannot get reward, it is reasonable to guess that this channel is
very crowded. If a user comes to the channel late and finally gets the reward, then it is highly
possible that users contending for this channel is not in a large number. In other word, when
updating the selection profile, we can take the number of mini time slots it takes when a
secondary user contends for the channel, i.e. Ntnm into consideration. This value will help us
upgrade the convergence speed. With the revenue defined in (6), we can easily apply this idea
into an algorithm.

5.1 Algorithm Description

We first define the channel selection profile of each user n as pn = {pn1, pn2, . . . , pnM},
where pnm represents the probability of secondary user n selecting the channel m. And the
whole channel selection profile can be denoted as P = {p1,p2, . . . ,pn}.

We can use the revenue of user n ξn as a learning factor, our algorithm is described in
Algorithm 1. In our algorithm, the reward rn and the number of time slots it takes for a
secondary user to contend for the channel Ntnm as two reinforcement signal. If the feedback
is a positive reward, according to our definition in (6), the learning factor will be proportional
to the product of rn and Ntnm . Here we can not use Nc and Nt interchangeably, because the
positive rn implies that for this secondary user n, Ntnm = Nc(sm).

To analyze the reasonability of the learning factor ξn, we replace rn with (1), it is easy to
find that:

ξn =
[(Te −Nc(san)τ)/Te]RanNc(san)

Rmax
(16)

We take the derivative of ξn about Nc(san), then we have:

dξn
dNc(san)

=
Ran [Te − 2τNc(san)]

TeRmax
(17)

In (17), we can see that with the assumption Te >> τ , we can conclude that dξn
dNc(san )

is larger

than 0, thus the learning factor will increase with Nc(san). This is desirable, because the later
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Algorithm 1 Revised SLA based algorithm

1. Initially, set j = 0 and the initial channel selection probability vector pnm = 1
M , ∀n ∈ N

2. At the beginning of the jth slot, each secondary user n selects a channel an(j) according
to its current channel selection probability vector pn(j).

3. In each slot, the secondary users perform channel sensing and channel contention. At the
end of the jth slot, each secondary user n receives the random reward rn(j) represented
by (1), also it will record Nt(j) for learning.

4. All the secondary users update their channel selection profile according to the following
rule:

pnm(j + 1) = pnm(j) + bξn(j) (1− pnm(j)) , m = an(j)
pnm(j + 1) = pnm(j)− bξn(j)pnm(j), m 6= an(j)

(15)

where b is a small step size to modify the convergence speed of the algorithm.

5. If ∀n ∈ N, there is a possibility component pn(j) is larger than a fixed number, which is
approaching 1, e.g. 0.99, stop; otherwise go to step 2.

a secondary user successfully contends for a channel, the more probable that this channel has
less competitors.

However, when the reward a secondary user receives is 0, in other word, it fails in the
contention for the channel. it will get a negative penalty, and the absolute value of the factor
is reversely proportional to Ntnam

. This is reasonable, because when a secondary user contends
a channel early but still fails in the competition, it is then highly possible that this channel is
crowded, and the secondary user must decrease the possibility that it chooses this channel in
future time slots.

5.2 Convergence of the algorithm

In [2], the authors proved that with a small step size the SLA based algorithm will
converge to the NE point. After making some changes to the algorithm, we have to reconsider
the convergence. Fortunately, by using the similar structure with the authors of [2] and some
transform of the parameters in the model, we are able to prove the convergence of this fast-
convergence algorithm.

The key idea of proving the convergence is to characterize the long term property of the
selection profile {P(j)} with an ordinary differential equation and to relate the NE point of
our game model to the stationary point of the ordinary differential equation. Then we prove
Theorem 2 when our algorithm is applied. This gives us a sufficient condition to achieve NE
points for the learning algorithm and we can prove that our algorithm can satisfy the sufficient
condition.

In [5], it is proved that with a sufficiently small step size b, the sequence {P(j)} will converge
to P∗, which is the solution of the following ordinary differential equation:

dP

dt
= F (P),P0 = P(0) (18)

where P0 is the initial channel selection probability matrix and F (P) is the conditional expected
function defined as:

F (P) = E[T (P(j))|P(j)] (19)

where T (P(j)) represents the probability updating rule specified by (15).
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Also, according to Theorem 3.2 in [5], we can see that:

• All the stable stationary points of (18) are the NE points of the game G.

• All the NE points of game G are the stable stationary points of (18).

Let hnm(P) denote the expected reward function of player n if an = m and other users employ
mixed strategy pk. hnm(P) can be represented by (20).

hnm(P) =
∑

ak,k 6=n
un(a1, . . . , an−1,m, an+1, . . . , aN )

∏
k 6=n

pkak (20)

where un is defined in (10).

Theorem 2. Suppose that there is a non-negative function H(P) : P → R for some positive
constant c such that:

H(m1,P−n)−H(m2,P−n) = c(hnm1(P)− hnm2(P)),∀n,m1,m2 (21)

where H(m,P−n) is the value if H on the condition that an = m, and hnk(P) is specified
by (20). Then we come to the conclusion that the revised SLA algorithm converges to a pure
strategy NE point.

Proof. First, we consider the long term probability behavior of a single user instead of the
complete channel selection profile, then the ordinary differential equation (18) can be written
as:

dpnm
dt

= qFnm(P), ∀n ∈ N, 1 ≤ m ≤M (22)

where q is a constant factor. Then applying Fnm(P) to (22), we can have (23):

dpnm
dt

= q

pnm(1− pnm)E [ξn|(m,P−n)]−
M∑

k=1,k 6=m
pnk(pnm)E [ξn|(k,P−n)]

 (23)

By extracting pnm, and expressing E [ξn|(k,P−n)] in hnm(P), we have:

dpnm
dt

= q

(
M∑
k=1

pnk [hnm(P)− hnk(P)]

)
(24)

Because we have H(P) =
M∑
m=1

pnmH(m,P−n), then the variation of H(P) can be denoted as:

∂H(P)

∂pnm
= H(m,P−n) (25)

Consider the behavior of H(P):

dH(P)

dt
=
∑
n,m

∂H(P)

∂pnm

dpnm
dt

(26)

Applying (24)(25) to (26), we have

dH(P)

dt
=
q

2

∑
n,m,k

[H(m,P−n)−H(k,P−n)] pnmpnk [hnm(P)− hnk(P)] (27)

Then we apply (21) to (27), we have:
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dH(P)

dt
=
qc

2

∑
n,m,k

pnmpnk[hnm(P)− hnk(P)]2 ≥ 0 (28)

If we have dH(P)
dt = 0, and as we know pnk ≥ 0, ∀1 ≤ k ≤M , then we can have [hnm(P)− hnk(P)] =

0. Then we can have Fnm(P) = 0. Thus we can come to the conclusion that P is the stationary
point of the ordinary differential equation (18). In other words, the sequence {P(j)} converges
to a stationary point of (18). Therefore, Theorem 2 follows.

If we take H(P) = E [Φ(P)], then we can have

H(m,P−n) =
∑

ak,k 6=n
Φ(a1, . . . an−1,m, an+1, . . . aN )

∏
k 6=n

pkak (29)

Considering the definition of hnm(P) in(20) and the relation mentioned in (14), it is clear that:

H(m1,P−n)−H(m2,P−n) = hnm1(P)− hnm2(P) (30)

By Theorem 2, we can say that the proposed revised SLA based channel selection algorithm
converges to a pure NE point of the game.

6 Simulation Results

We do some simulations on matlab to testify the fast convergence property of our algorithm
and compare it with the existing algorithm. Here we set the the total time slot length T =
100 × 10−3s; moreover, to meet the sensing requirement, the sensing length in a slot is set to
Ts = 5× 10−3s. As a result, the time length after channel sensing in a slot is Te = 95× 10−3s.
The mini-slot length is set to τ = 2 × 10−3s and the access probability is set to pa = 0.3( we
only consider Type I CSMA scheme here in order for comparison). In addition, the step size
of the learning algorithm is set to b = 0.15. Then we set the transmission rate of these three
channels as follows: R1 = 2, R2 = 1.5, R3 = 1. Finally, we set the idle probability of each
channel: θ1 = 0.6, θ1 = 0.7, θ1 = 0.6.

As our main purpose is to improve the convergence speed, we only make some comparison
on the convergence speed. There is no need to worry about the system performance loss as this
system model can not guarantee the uniqueness of NE points. As long as it converges, it is a
suboptimal solution. There is only one optimal NE point, but neither of the two algorithms
to be compared can guarantee the convergence to that point. Even in [2], the throughput gap
between learning algorithm and random selection(which represents the worst case) is trivial, no
larger than 5%. Therefore it is reasonable to focus on the improvement on convergence speed.

To compare with the SLA based algorithm in [2], we pick the long term behavior of the
channel selection profile of a single user as an index of convergence. Figure 2 and Figure 3 shows
the change of the channel selection probability of secondary user 1 when adopting SLA based
algorithm and revised SLA based algorithm respectively. We can see from Figure 2 and Figure
3 that both algorithms help converge to a pure strategy solution. But careful observation can
reveal that the the revised SLA based learning algorithm converges a little bit earlier than SLA
based algorithm.

To avoid contingency, we make 200 tests to capture the number of iterations needed for
convergence of the system. The result is shown in Figure 4. The red line in Figure 4 shows the
numbers of iterations needed by the SLA based learning algorithm to converge to the NE point
in each test. And the blue lines shows the same meaning for the revised SLA based algorithm.
It is obvious that red lines are above blue lines in most situations, which means that the SLA
based algorithm needs more time to converge than the revised one. To be more accurate, we
calculate the mean value of time iterations needed for convergence. For the existing SLA based
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Figure 2: SLA based algorithm
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Figure 3: Revised SLA based algorithm

algorithm, the mean value is around 170. And for the revised one, the mean value is around
120. That means the upgrade on convergence speed is more than 30%.
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Figure 4: The convergence speed comparison

7 Conclusion

We studied the problem of distributed channel selection under the structure of OSA. We
then used a game structure to formulate the channel selection problem. Then by proving it an
exact potential game, we clarified the existence of NE points of the game, but the uniqueness of
the game model cannot be guaranteed. Then to solve the NP hard problem formulated by game
model, we developed a learning algorithm, which is based on stochastic learning automata, to
reach the NE point of the game. Then we proved the proposed algorithm is able to converge to
the NE points of the game. Compared with existing algorithm, the proposed algorithm utilizes
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the same local information, but enjoys a better convergence speed. This property can be seen
from several simulation results.

8 Future work

Actually, the focus of this report is basically on the contention part of channel selection, so we
make the assumption that the channel sensing is perfect. But in practical, the 100% correctness
cannot be guaranteed. Thus for the next step, considering the sensing error in the model may
make it more practical. In addition, lack of theoretical analysis on the performance of the
proposed algorithm is also a weakness here. Furthermore, in our model, all the users are viewed
equally, which means each two secondary users are equivalent. This is not practical either,
because each secondary user in the real world will suffer from different transmission condition.
As a result, even the same channel may be different in different users’ eyes. Therefore, it is
desirable to extend the existing model to a user specific one, so that all the practical situations
can be modeled. Some other researchers may have noticed such problems, and have already
made some progress, like [4] mentioned the spacial reuse to characterize the difference among
secondary users, and [7] introduced the movement of secondary users. So, we still have a lot to
do on this topic.
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