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Background
• Graph: 
• G=(V,E), where V is vertex set and E is edge set;
• Preserve network topology structure;

• Knowledge Graph:
• G=(E,R,P), where E is entity, R is relation and P is property.
• topology structure + vertex content + side information
• Format: triplets
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Experimental benchmark
• Knowledge embedding: 
• Aim: enrich the knowledge base;
• Method: Embed triplets into vectors;
• Tasks: Link prediction……



Knowledge Embedding

[Wang, Z.; Zhang, J.; Feng, J.; and Chen, Z. 2014. Knowledge Graph Embedding by Translating on Hyperplanes. 
In Twenty-Eighth AAAI Conference on Artificial Intelligence. ]



Knowledge Embedding



Experimental benchmark
• Network representation learning: 
• NRL assigns nodes in a network to low-dimensional 

representations and effectively preserves the network 
structure.

• Using the embedding result, we can learn the classification of 
the academic entities. Then we can predict the academic 
labels of them.



Network representation learning

[B. Perozzi, R. Al-Rfou, and S. Skiena. Deepwalk: Online learning of social representations. In Proceedings of the 
20th ACM SIGKDD international conference on Knowledge discovery and data mining, pages 701–710. ACM, 
2014. ]
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