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Abstract 

  Force guidance algorithm is the only layout algorithm used in the data 

visualization of ACEMAP. This algorithm has many advantages and disadvantages. 

In this paper, I invented two new layout algorithms: Linear coordinate mapping 

algorithm and ‘Electron orbit model’ algorithm to better the data visualization of 

the ACEMAP. The field PSYCHOLOGY is used as an example in this paper. 

Key words: ACEMAP, data visualization, layout algorithm 

1. Background 

  On the first day when  I  took wireless communication course, professor 

Wang showed us a research work conducted  in his Laboratory——the ACEMAP. 

I was deeply fanscinated by this outstanding work.  

  When we are writing papers, we have to search many different papers related to 

our work for references. In academic map of ACEMAP, each paper is showed as a 

point on the map with its designed position, size and color. These points are 

clustered by keywords of the paper.  

Here is a picture the whole academic map(figure-1): 
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figure-1 

It is really beautiful and amazing, yet there is still room for improvement. Let 

us call the field on map such as COMPUTER SCIENCE, MATHEMATICS, 

BIOLOGY,PSCHOLOGY, etc L0(showed in the picture below as figure-2) and 

call those sub-field, take the sub-fields in PSYCHOLOGY for example(showed in 

the picture below as figure-3), such as PSYCHIATRY, 

PSYCHOTHERAPIST,NEUROSCIENCE, etc L1. We can see that in the 

academic map, each L0 are independent as well as L1 which result in no 

connections among different clusters and plenty of blank in the map. Furthermore 

this academic map can not show the external influence on each paper. Those 

problems I have listed above are due to the  present layout algorithm used.  
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figure-2 

 

figure-3 
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Therefore, I decide to invent new layout algorithms to establish the connection 

between different field and beautify the present academic map. 

2. General  idea 

2.1 Use the papers in field PSYCHOLOGY as samples. 

2.2 Give two methods  to select points in samples. 

2.3 Design two layout algorithms to map the coordinates of those selected points. 

2.4 Visualize the processed points. 

3. Tools, programming languages and sources of data 

3.1 Tools: Pycharm, Mysql Front 

3.2 Programming languages: Python2.7, SQL 

3.3 Source of data: the data base of ACEMAP. To be specific, I use the 

information of the papers in field PSYCHOLOGY. All the layout algorithm I 

invented below are applied to the coordinates of the paper points which have 

been calculated by force guidance algorithm before. 

4. Original layout: 

  In this paper we only concentrate on the position of each paper point. After 

leaving out the size, shape and color information, the original layout of paper 

points in field PSYCHOLOGY is showed in the picture below(figure-4): 
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figure-4 

5. Linear coordinate mapping algorithm 

5.1 Process of data: 

  I use MYSQL FRONT to write SQL to obtain those necessary data from 

ACEMAP database `map-data-new` table PaperPos201704. The SQL code are 

showed below:  

SELECT * FROM `map-data-new`.PaperPos201704 where 

Field0=’Psychology’ 

With the code above I get the information of the ID, coordinate, Field1(L1), 

Field0(L0) of each paper in field PSYCHOLOGY. Part of the data are showed 

in the picture below(figure-5):  
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figure-5 

5.2 Points selection: 

A. Find the boundary points of each L1 and Calculate the xmax, xmin, ymax, 

ymin: 

B. Calculate the center coordinates OX, OY of each L1 with the formula 

below: 

𝑂𝑋 = (𝑥𝑚𝑎𝑥 + 𝑥𝑚𝑖𝑛)/2   𝑂𝑌 = (𝑦𝑚𝑎𝑥 + 𝑦𝑚𝑖𝑛)/2 

C. Calculate the radius of each L1 with the formula below: 

𝑅 = max{(
𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛

2
) , (

𝑦𝑚𝑎𝑥 − 𝑦𝑚𝑖𝑛

2
)} 

D. Select the points the distance of  which to the field center is between 

[R*Ration, R] with the formula below:𝑥2 + 𝑦2 ≥ (𝑅 ∗ 𝑅𝑎𝑡𝑖𝑜𝑛)^2 

E. If Ration =0.7, the selected points are showed in red in the picture 

below(figure-6):  
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figure-6 

5.3 Linear coordinate mapping algorithm 

Linear coordinate map the selected points from [R*Ration, R] to [R*Ration, 

R*n] with the formula below: 

𝑑 = √(𝑥 − 𝑂𝑋)2 + (𝑦 − 𝑂𝑌)^2 

sin 𝜃 = (𝑦 − 𝑂𝑌)/𝑑 

cos 𝜃 = (𝑥 − 𝑂𝑋)/𝑑 

𝑁𝑒𝑤𝑑 = (𝑑 − 𝑅 ∗ 𝑅𝑎𝑡𝑖𝑜) ∗ (𝑛 − 𝑅𝑎𝑡𝑖𝑜)/(1 − 𝑅𝑎𝑡𝑖𝑜) + 𝑅 ∗ 𝑅𝑎𝑡𝑖𝑜 

      𝑁𝑒𝑤𝑥 = 𝑁𝑒𝑤𝑑 ∗ cos 𝜃 + 𝑂𝑋, 𝑁𝑒𝑤𝑦 = 𝑁𝑒𝑤𝑑 ∗ sin 𝜃 + 𝑂𝑌 

When n=2, Ratio= 0.7, the result of mapping is showed in red in the picture 

below(figure-7): 
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figure-7 

5.4 Analysis: 

Linear coordinate mapping algorithm easily disperses the boundary points 

and fill the blanks, making the map more beautiful.  

5.5 Advantages and disadvantages: 

    The advantages: Linear coordinate mapping algorithm requires much 

smaller calculation quantity which means higher speed and the visual effect is 

much better. 

    The disadvantages: Linear coordinate mapping algorithm is in lack of 

practical significance and points on the boundary do not mean points of loose 

tie with the field1 where they belong to. 

6. ‘Electron orbit model’ algorithm: 

6.1 Process of data 

I use MYSQL FRONT to write SQL to obtain those necessary data from 

ACEMAP database `map-data-new` table PaperPos201704 and table 

PaperReferences2. The SQL code are showed in the picture below(figure-8): 
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figure-8 

Part of the data I obtain are showed in the picture below(figure-9): 

figure--9 

With Python, I calculate the citation counts IC and OC of each paper both 

by field1 where the paper is  belong and field1 where the paper is not belong. 

6.2 Points selection  

A. I define the ‘energy’ of each paper point by the formula below: 

𝐸𝑛𝑒𝑟𝑔𝑦 = 𝑂𝐶/𝐼𝐶 

If IC=0, appoint Energy = 10000. 

B. For each field1, sort the paper points by their energy from high to low. 

C. Select the former Ration% of the sorted paper points as points to be 
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mapped. 

The selected paper points are showed in red in the picture below(figure-10): 

figure-10 

         This result indicates that the relationship between each paper point and its 

field1 does not lie much in its coordinates. 

6.3 ‘Electron orbit model’ algorithm 

       I name this coordinate mapping algorithm ‘Electron orbit model’ algorithm 

due to the similarity of this algorithm compared to the position of each 

electron in an atom. Electron with different energy level randomly show up in 

the orbit with different energy level. Those selected papers will show up in 

the distance region [R-R*n1,R*n2] on different energy orbit according to 

their ‘Energy’. The high energy a paper has, the higher possibility that the 

paper point show in longer distance to its field1 centre is. The ‘Electron orbit 

model’ algorithm code is showed in the appendix. 

  When n1=0.2, n2=2, the mapping result is showed in red in the picture 

below (figure-11):  
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Figure-11 

6.4 Analysis: 

  The results are as expected. Those selected paper points are dispersed 

beautifully. They showed in different orbit around each field1. A paper’s 

distance to its field1 center indicates its relationship with its field1. The longer 

the distance is,  the less relative the paper is to its field1. 

6.5 Advantages and disadvantages: 

The advantages: The calculation quantity of ‘Electron orbit model’ 

algorithm is very small which leads to its high efficiency. And this algorithm 

indicates the relationship of each paper both with its own field1 and other 

field1 in the same field0. Furthermore, the mapping result is beautiful. 

The disadvantages: The dispersion of the selected paper points lacks in 

direction. 

7. Comparison with force guidance algorithm and Conclusion. 

  Force guidance algorithm forces paper points to interact directly with one and 

another which makes the dispersion of paper points with strong sense of direction. 

However, the calculation quantity is very huge and it is impossible to process all 

the paper points with this algorithm. If only process part of the points with force 

guidance algorithm, it is meaningless. 



 13 / 25 
 

Compared to the force guidance algorithm, ‘Electron orbit model’ algorithm 

concentrate on the ‘energy’ of each paper points instead of the interaction among 

different papers, which leads to small calculation quantity and shorten the time of 

calculation largely, but it only shows indirect interaction among paper points from 

different field1. 

In conclusion, if we can combine the coordinate mapping algorithm with the 

force guidance calculation algorithm together, we will definitely achieve a better 

result. 

8. Problems to be solved: 

In ‘Electron orbit model’ algorithm, the process of obtaining data from the 

database is time-consuming, which usually takes several hours.  
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11.1 Linear coordinate mapping algorithm: 

import csv 

import math 

import matplotlib.pyplot as plt 

import random 

import heapq 

 

def Scatter(X,Y,OX,OY,R,Ratio,n): 

    d=math.sqrt((X-OX)**2+(Y-OY)**2) 

    cosfun=(X-OX)/d 

    sinfun=(Y-OY)/d 

    d=(d-R*Ratio)*(n-Ratio)/(1-Ratio)+R*Ratio 

    X=d*cosfun+OX 

    Y=d*sinfun+OY 

    return X,Y 

 

def Select_Points(Xlist,Ylist): 

    

OX=(float(heapq.nlargest(1,Xlist)[0])+float(heapq.nsmallest(1,Xlist)[0]))/2 

    

OY=(float(heapq.nlargest(1,Ylist)[0])+float(heapq.nsmallest(1,Ylist)[0]))/2 

    

R=(max(float(heapq.nlargest(1,Xlist)[0])-float(heapq.nsmallest(1,Xlist)[0]),flo

at(heapq.nlargest(1,Ylist)[0])-float(heapq.nsmallest(1,Ylist)[0])))/2 

    SelectX1=[] 

    SelectY1=[] 

    SelectX2=[] 

    SelectY2=[] 

    for i in range(0,len(Xlist)-1): 

        Ratio=0.7 
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        n=2 

        if 

math.sqrt((float(Xlist[i])-OX)**2+(float(Ylist[i])-OY)**2) >= R*Ratio: 

            

x,y=Scatter(float(Xlist[i]),float(Ylist[i]),OX,OY,R,Ratio,n) 

            Xlist[i]=str(x) 

            Ylist[i]=str(y) 

            SelectX1.append(Xlist[i]) 

            SelectY1.append(Ylist[i]) 

        else: 

            SelectX2.append(Xlist[i]) 

            SelectY2.append(Ylist[i]) 

    return SelectX1,SelectY1,SelectX2,SelectY2 

 

def Classify_Points(A): 

    Xlist1=[] 

    Xlist2=[] 

    Ylist1=[] 

    Ylist2=[] 

    flag=A[2][7] 

    Xlist0=[] 

    Ylist0=[] 

    for i in A: 

        if cmp(i[7],'Field1')==0: 

            continue 

        else: 

            if cmp(i[7],flag)==0: 

                Xlist0.append(i[1]) 

                Ylist0.append(i[2]) 

            else: 



 16 / 25 
 

                

SelectX1,SelectY1,SelectX2,SelectY2=Select_Points(Xlist0,Ylist0) 

                Xlist1.extend(SelectX1) 

                Xlist2.extend(SelectX2) 

                Ylist1.extend(SelectY1) 

                Ylist2.extend(SelectY2) 

                flag=i[7] 

                Xlist0=[] 

                Ylist0=[] 

                Xlist0.append(i[1]) 

                Ylist0.append(i[2]) 

    SelectX1,SelectY1,SelectX2,SelectY2=Select_Points(Xlist0,Ylist0) 

    Xlist1.extend(SelectX1) 

    Xlist2.extend(SelectX2) 

    Ylist1.extend(SelectY1) 

    Ylist2.extend(SelectY2) 

    return Xlist1,Ylist1,Xlist2,Ylist2 

 

# Psychiatry 

# Social psychology 

# Developmental psychology 

# Psychoanalysis 

# Neuroscience 

# Communication 

# Psychotherapist 

# Cognitive psychology 

 

def main(): 

    csvfile_1 = file('Psychology.csv', 'rb') 

    reader_PSY = csv.reader(csvfile_1) 
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    # csvfile_2 = file('PaperCitationCount.csv', 'rb') 

    # reader_PCC = csv.reader(csvfile_2) 

    PSY=[] 

    # PCC=[] 

    Xlist=[] 

    Ylist=[] 

 

    for i in reader_PSY: 

        Xlist.append(i[1]) 

        Ylist.append(i[2]) 

        PSY.append(i) 

    del Xlist[0] 

    del Ylist[0] 

 

    xmax=heapq.nlargest(1,Xlist)[0] 

    xmin=heapq.nsmallest(1,Xlist)[0] 

    ymax=heapq.nlargest(1,Ylist)[0] 

    ymin=heapq.nsmallest(1,Ylist)[0] 

    print xmax,xmin,ymax,ymin 

    plt.title("Psychology") 

    plt.xlim(float(xmin)-10000,float(xmax)+10000) 

    plt.ylim(float(ymin)-10000,float(ymax)+10000) 

    plt.xlabel("x") 

    plt.ylabel("y") 

    Xlist1,Ylist1,Xlist2,Ylist2=Classify_Points(PSY) 

    print len(Xlist1),len(Xlist2),len(Ylist1),len(Ylist2) 

    plt.scatter(Xlist1,Ylist1,s=0.2,color='r') 

    plt.scatter(Xlist2,Ylist2,s=0.2,color='m') 

    # plt.scatter(Xlist,Ylist,s=0.1,color='r') 
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    # plt.scatter(Xlist,Ylist,s=0.2,color='m') 

    plt.show() 

    # plt.savefig('C:\Pycharm\example\.idea\pic.png') 

 

    csvfile_1.close() 

    # csvfile_2.close() 

 

 

    # import matplotlib.pyplot as plt 

    # import random 

    # plt.title("I'm a scatter diagram.") 

    # plt.xlim(xmax=7,xmin=0) 

    # plt.ylim(ymax=7,ymin=0) 

    # plt.xlabel("x") 

    # plt.ylabel("y") 

    # Alist=[] 

    # for a in range(100): 

    #     Alist.append(10*random.random()) 

    # Blist=[] 

    # for a in range(100): 

    #     Blist.append(10*random.random()) 

    # 

    # plt.plot(Alist,Blist,'ko') 

    # plt.show() 

 

main() 

11.2 ‘Electron orbit model’ algorithm: 

#PaperID X Y PF1 PF0 PCID PCF1 PCF0 

import csv 

import math 
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import matplotlib.pyplot as plt 

import random 

import heapq 

import operator 

 

def Select_Points(COUNTLIST): 

    IC=0 

    OC=0 

    X=0 

    Y=0 

    Energy=0 

    COUNTLIST1=[] 

    flag=COUNTLIST[0][0] 

    for i in COUNTLIST: 

        if cmp(i[0],flag)==0: 

            if i[3]==i[4]: 

                IC=IC+1 

            else: 

                OC=OC+1 

            X=i[1] 

            Y=i[2] 

        else: 

            if IC==0: 

                Energy=10000 

            else: 

                Energy=float(OC)/IC 

            COUNTLIST1.append([X,Y,Energy]) 

            IC=0 

            OC=0 

            flag=i[0] 
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    SelectX1=[] 

    SelectX11=[] 

    SelectY1=[] 

    SelectY11=[] 

    L_COUNTLIST1=len(COUNTLIST1) 

    L1=int((L_COUNTLIST1)*0.5) 

    L2=L_COUNTLIST1-1-L1 

    COUNTLIST1.sort(key=operator.itemgetter(2)) 

    COUNTLIST1.reverse() 

    for i in range(0,L1): 

        SelectX1.append(COUNTLIST1[i][0]) 

        SelectY1.append(COUNTLIST1[i][1]) 

    for i in range(0,L1): 

        SelectX11.append(COUNTLIST1[i][0]) 

        SelectY11.append(COUNTLIST1[i][1]) 

    Xlist=[] 

    Ylist=[] 

    Xlist.extend(SelectX1) 

    Xlist.extend(SelectX11) 

    Ylist.extend(SelectY1) 

    Ylist.extend(SelectY11) 

    xmax=float(heapq.nlargest(1,Xlist)[0]) 

    xmin=float(heapq.nsmallest(1,Xlist)[0]) 

    ymax=float(heapq.nlargest(1,Ylist)[0]) 

    ymin=float(heapq.nsmallest(1,Ylist)[0]) 

    OX=(xmax+xmin)/2 

    OY=(ymax+ymin)/2 

    

R=(max(float(heapq.nlargest(1,Xlist)[0])-float(heapq.nsmallest(1,Xlist)[0]),float(

heapq.nlargest(1,Ylist)[0])-float(heapq.nsmallest(1,Ylist)[0])))/2 
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    for i in range(0,len(SelectX1)-1): 

        Ratio=float(i)/L1 

        sign1=0 

        sign2=0 

        if random.uniform(10,30)>20: 

            sign1=1 

            Dis=random.uniform(-0.2*R,R)*Ratio 

            New_R=Dis+R 

            SelectX1[i]=random.uniform(0,New_R)*sign1+OX 

            if random.uniform(10,30)>20: 

                sign2=1 

                

SelectY1[i]=OY+(math.sqrt(New_R**2-(SelectX1[i]-OX)**2))*sign2 

            else: 

                sign2=-1 

                

SelectY1[i]=OY+(math.sqrt(New_R**2-(SelectX1[i]-OX)**2))*sign2 

        else: 

            sign1=-1 

            Dis=random.uniform(-0.2*R,R)*Ratio 

            New_R=Dis+R 

            SelectX1[i]=random.uniform(0,New_R)*sign1+OX 

            if random.uniform(10,30)>20: 

                sign2=1 

                SelectY1[i]=OY+(math.sqrt(New_R ** 

2-(SelectX1[i]-OX) ** 2))*sign2 

            else: 

                sign2=-1 

                SelectY1[i]=OY+(math.sqrt(New_R ** 

2-(SelectX1[i]-OX) ** 2))*sign2 
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    return SelectX1,SelectY1,SelectX11,SelectY11 

 

def Classify_Points(A):#Classify Points by Field1 

    Xlist1=[] 

    Xlist11=[] 

    Ylist1=[] 

    Ylist11=[] 

    flag=A[0][3] 

    COUNTLIST=[] 

    for i in A: 

        if cmp(i[3],flag)==0: 

            COUNTLIST.append([i[0],i[1],i[2],i[3],i[6]]) 

        else: 

            

SelectX1,SelectY1,SelectX2,SelectY2=Select_Points(COUNTLIST) 

            Xlist1.extend(SelectX1) 

            Xlist11.extend(SelectX2) 

            Ylist1.extend(SelectY1) 

            Ylist11.extend(SelectY2) 

            flag=i[3] 

            COUNTLIST=[] 

            COUNTLIST.append([i[0],i[1],i[2],i[3],i[6]]) 

    SelectX1,SelectY1,SelectX11,SelectY11=Select_Points(COUNTLIST) 

    Xlist1.extend(SelectX1) 

    Xlist11.extend(SelectX11) 

    Ylist1.extend(SelectY1) 

    Ylist11.extend(SelectY11) 

    return Xlist1,Ylist1,Xlist11,Ylist11 

 



 23 / 25 
 

def main(): 

    csvfile_PSYCOUNT = file('PSYCOUNT.csv', 'rb') 

    reader_PSYCOUNT = csv.reader(csvfile_PSYCOUNT) 

    csvfile_PSY = file('Psychology.csv', 'rb') 

    reader_PSY = csv.reader(csvfile_PSY) 

    PSYCOUNT=[] 

    SlectX1=[] 

    SlectY1=[] 

    SlectX2=[] 

    SlectY2=[] 

    Xlist1=[] 

    Xlist2=[] 

    Ylist1=[] 

    Ylist2=[] 

    Xlist=[] 

    Ylist=[] 

    Xlist0=[] 

    Ylist0=[] 

    for i in reader_PSYCOUNT: 

        PSYCOUNT.append(i) 

    del PSYCOUNT[0] 

 

    for i in reader_PSY: 

        Xlist0.append(i[1]) 

        Ylist0.append(i[2]) 

    del Xlist0[0] 

    del Ylist0[0] 

    # print PSYCOUNT[0] 

    flag_Field1=PSYCOUNT[0][3] 

    flag_PaperID=PSYCOUNT[0][0] 
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    Xlist1,Ylist1,Xlist11,Ylist11=Classify_Points(PSYCOUNT) 

    Xlist.extend(Xlist1) 

    Xlist.extend(Xlist11) 

    Ylist.extend(Ylist1) 

    Ylist.extend(Ylist11) 

    xmax=heapq.nlargest(1,Xlist)[0] 

    xmin=heapq.nsmallest(1,Xlist)[0] 

    ymax=heapq.nlargest(1,Ylist)[0] 

    ymin=heapq.nsmallest(1,Ylist)[0] 

    print xmax,xmin,ymax,ymin 

    plt.title("Psychology") 

    plt.xlim(float(xmin)-20000,float(xmax)+20000) 

    plt.ylim(float(ymin)-20000,float(ymax)+20000) 

    plt.xlabel("x") 

    plt.ylabel("y") 

    Xlist2 =[] 

    Ylist2 =[] 

    print len(Xlist0) 

    for i in Xlist0: 

        if i not in Xlist11: 

            Xlist2.append(i) 

    for i in Ylist0: 

        if i not in Ylist11: 

            Ylist2.append(i) 

    print len(Xlist1),len(Ylist1),len(Xlist2),len(Ylist2) 

 

    plt.scatter(Xlist1,Ylist1,s=0.8,color='r') 
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    plt.scatter(Xlist2,Ylist2,s=0.8,color='m') 

    # plt.scatter(Xlist,Ylist,s=0.1,color='r') 

    # plt.scatter(Xlist,Ylist,s=0.2,color='m') 

    plt.show() 

    csvfile_PSYCOUNT.close() 

    csvfile_PSY.close() 

 

main() 

 

 


