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Introduction
Adaptive Diffusion
◦ Entropy maintenance

◦ Network structure(BA, informed and uninformed)

Prediction of information cascading
◦ Feasibility and Strategy

Reinforcement Learning
◦ Cascading Evaluation

◦ Cost Minimization



System Models
◦ Dynamic Routes Model

◦ Informed and Uninformed Network 

◦ Multi-arm Bandit



Informed Network



Question
M users are tolerated to receive the sensitive information at time τ
◦ Why

◦ What 

◦ How



Dynamic Routes Model



Cascading Potential
Definition 1 : Define ℵ𝑗

𝑘 as the set of the k-hop neighbors of node j. 
And node j’s cascading power function 𝐹 𝑢, 𝑡 as:

𝐹 𝑢, 𝑡 = 𝑑𝑢 +  

𝑣∈ℵ𝑢
1

𝛽𝑣𝐹(𝑣, 𝑡)



Upper Bound
Lemma 1 : Given S 0 and 𝜕S 0 , the total number of nodes 
receiving the sensitive information at time t is upped bounded by

S 0 +
|𝜕S(0)|

dmax
2 [ 4

5

4

t−1

− 3 ]



Adaptive Function
Definition 2 : Define the adaptive function 𝒜 𝑡 as:

𝒜 𝑡 =  

𝑢𝜖𝜕𝑆 𝑡

∆𝛽𝑢 𝜕 𝑆 𝑡 , 𝑢 F(u)



Lower Bound
Lemma 3 : Adaptive diffusion is subjected to optimal substructure 
properties.

Lemma 4 : (τ,M) requirement is achievable if and only if output of 
Adaptive Cascading Algorithm is able to satisfy the requirement.



Adaptive Cascading Algorithm



Limitations and Target
Limitations:

∆𝛽𝑗 − 𝛽𝑐 ≤ 0 , 𝑗 ∈ 𝜕𝑆 𝑡

 

𝑗=1

|𝜕𝑆 𝑡 |

∆𝛽𝑗 = 0

Target:

𝛿 =  

𝑗=1

|𝜕𝑆 𝑡 |

∆𝛽𝑗
2



Transition

 

𝑗=1

|𝜕𝑆 𝑡 |

(𝛽𝑗+∆𝛽𝑗)𝑑𝑗
2 = 𝐶(𝛾 + ∆𝛾)

where:

𝐶 ≜

 𝑖∈𝑆 𝑡
𝑑𝑖
 1
𝑁 𝑑𝑚

1 −  𝑖∈𝑆 𝑡
𝑑𝑖
 1
𝑁 𝑑𝑚

 𝑖∈𝑆 𝑡
𝑑𝑖
 1
𝑁 𝑑𝑚
−  𝑖∈𝑁\𝑆 𝑡

𝑑𝑖
 1
𝑁 𝑑𝑚

𝐷



Convex Optimization Problem
Minimize:

𝛿 =  

𝑗=1

|𝜕𝑆 𝑡 |

∆𝛽𝑗
2

Subject to:

 

𝑗=1

|𝜕𝑆 𝑡 |

∆𝛽𝑗𝑑𝑗
2 = 𝐶∆𝛾

 

𝑗=1

|𝜕𝑆 𝑡 |

∆𝛽𝑗 = 0

∆𝛽𝑗 − 𝛽𝑐 ≤ 0 , 𝑗 ∈ 𝜕𝑆 𝑡



Steepest Descent Algorithm



Uninformed Network



Multi-arm Bandit



Get the most out of your experiment



Get to know your neighbors



Explore and Exploit





Experiment: 𝜀 − 𝑔𝑟𝑒𝑒𝑑𝑦



Experiment: 𝜀 − 𝑔𝑟𝑒𝑒𝑑𝑦



Experiment: 𝑈𝑝𝑝𝑒𝑟 𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 𝐵𝑜𝑢𝑛𝑑



Experiment: Initial Value Adjustment



Conclusion
In this paper, I analyze the how the probability adjustment between 
nodes in the social network influences the cascading of sensitive 
information. I propose Dynamic Routes Model and Multi arm bandit 
Model to analyze the situation in informed network and uninformed 
network, respectively. Besides, I also design Steepest Descent 
Algorithm and K.Y.N Algorithm to propose optimal solution of 
protecting sensitive information via probability transmission 
between nodes.



Future Work
In the future, I plan to discuss the dynamic network and do more 
research on threshold phenomenon in the multi arm bandit model.



Q&A


