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Abstract

K-core Analysis of Scholarly Network

Visualization of basic structure of the CS field and show the relationship 
between different topics. Including topic clustering, k-core analysis, and 
heat representing.

Topic Factor Extraction

Topic Scale Prediction
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The goal is to regard the scale prediction as a regression problem. Given the 
factor matrix M of topic T at time t, the problem is to predict the paper 
number N, which means the size and scale of this topic, at the time t + ∆t .

Extract factors that can influence the future development or the factor 
that can show the present state of a topic. Determine how these factors 
influence the growth rate of the topic.
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Topic Map

What is the basis of the computer field ?
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What does the computer domain contain ?

What is the relationship between the various topics ?

How various topics influence each other ?
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Topic Map

K-core Analysis of Scholarly Network

A k-core is the maximal 
subgraph where all 
vertices have
degree at least k.
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Features Extraction

Paper Factor
Paper-num
Citation-ave
Citation-max

Author Factor Growth Factor

Venue Factor Interaction Factor
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Author-num
Author-hindex-ave
Author-hindex-max
Author-hindex-var

Increase-num
Increase-num-ave
Increase-num-max

interaction-growthnum-ave
interaction-growthnum-max

Venue-num
Venue-distinct-num
Venue-index-ave
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Features Extraction

Time Serialization

Time serialization to each factor of 12243 topics 
From 1950 to 2015
Containing 
more than 14.4 million authors
more than 30 million papers
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Prediction

Linear regression(LR) Decision Tree Regression(DT)

Random Forest Regression(RF) Extremely Randomized Trees Regression(ExtraTrees)

Gradient Boosting Regression(GBDT) bagged decision trees(BAG)
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Models
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Random Forest



Prediction

Predictive Performance

2. Mean Absolute Error (MAE)
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1. Coefficient of Determination (R 2)
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Prediction

∆t=1 ∆t=5 ∆t=10
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Top 100 Hot Topic in 5 years
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Conclusion

Insight the topic structure of CS field.

Find the connection between hot topics.

Extract the factors that can influence topics’ development.

Generate a time series dataset containing all 12243 topics 

Compare the performance between different models.

Predict the top 100 hot topics in 5 years.
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