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1.1 Background

Hadoop Ecosystem Map
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1.2 Goals

1. familiar with Hadoop cluster.

2. Optimize queries with Hive.

3. Compare the queries with Mysql.

4. Do some extra work about matching learning.
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2.1 HDFS ia

Some features of HDFS:

Streaming Data Access

Simple Coherency Model

Large Data Sets

“Moving Computation is Cheaper than Moving Data
Portability Across Heterogeneous Hardware and Software
Platforms
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2.1 HDFS &
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2.2 MapReduce

Input

Splitting

Deer Bear River

Mapping

Deer Bear River
Car Car River
Deer Car Bear

Car Car River

Deer, 1
Bear, 1
River, 1

Shuffling

Deer Car Bear

Y

Car, 1
Car, 1
River, 1

Deer, 1
Car, 1
Bear, 1

Reducing

L4

Bear, 2

[

.,

"y

Car, 3

el

Final result

Dear, 2

¥

River, 2

L

Y

Bear, 2
Car, 3
Deer, 2
River, 2




Some features of HDFS:

1. Tools to enable easy access to data via SQL, thus enabling data
warehousing tasks such as extract/transform/load (ETL), reporting, and
data analysis.

2. A mechanism to iImpose structure on a variety of data

3. Access to files stored either directly in Apache HDFSTM or in other
data storage systems such as Apache HBaseTM

4. Query execution via Apache TezTM, Apache SparkTM, or MapReduce
5. Procedural language with HPL-SQL

6. Sub-second query retrieval via Hive LLAP, Apache YARN and Apache
Slider.



3. HIVE "

JDBC ODBC

CLI Ul Thrift Server

) MetaStore
Driver

({Compiler, Optimizer, Executor)

Hadoop Ecosystem




4.1 Queries
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s‘elect PaperReferences . PaperlD , count ()
from PaperReferences inner join
(select % from PaperAuthorAffiliations
where AuthorID—"0C7733DB’) as TB
on PaperReferences.PaperReferencelD = TB.PaperlD

group by PaperReferences.PaperlD

SELECT count (*) ,SUM(SCICitation) as sum from
PaperSciReferencesCount CROSS JOIN
(select PaperID
from PaperAuthorAffiliations
where AuthorID = ’0000194E’ ) AS TB1 on
PaperSciReferencesCount. PaperReferencelD = TBI1. PaperlD
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4.1 Queries
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5. Conclusion

e 1L

Hive is an great database for its speed to query. Also Hive is not
adapt well with our Acemap system because the query in our website Is
not so complicated to use Hive. We can use Hive to do some data
mining work.
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