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1 Completeness

1.1 Henkin’s Theorem
Recall that we fix a set ® of S-formulas.

Definition 1.1. (i) @ is negation complete if for every S-formula ¢

OF¢@ or OF—eo.

(ii) @ contains witnesses if for every S-formula ¢ and every variable x there is a term t € TS
with

t
<D|—<EIX(p—>q)X). —

Theorem 1.2 (Henkin’s Theorem). Let ® C LS be consistent, negation complete, and contain wit-
nesses. Then for every S-formula ¢

P = OF .
Corollary 1.3. Let ® C LS be consistent, negation complete, and contain witnesses. Then
7% = 0.

In particular, @ is satisfiable.

1.2 The countable case

We fix a symbol set S which is at most countable. As a consequence, both TS and LS are countable.
Let @ C 1S we define
free(®) := U free().

ped

We will prove the following two lemmas.

Lemma 1.4. Let ® C LS be consistent with finite free(®). Then there is a consistent ¥ with
® C V¥ C LS such that V contains witnesses.

Lemma 1.5. Let W C LS be consistent. Then there is a consistent © with ¥ C © C LS such that © is
negation complete.

Corollary 1.6. Let ® C LS be consistent with finite free(®). Then there is a © such that
c PCOCLS

* O is consistent, negation complete, and contains witnesses.



Corollary 1.7. Let ® C LS be consistent with finite free(®). Then @ is satisfiable.

Proof: By Corollary 1.6 and Corollary 1.3. a

Proof of Lemma 1.4: Recall L® is countable, thus we can enumerate all S-formulas

ElXO(PO: EIXI(PI; LR

which start with an existential quantifier. Then we define inductively for every n € N an S-formula
U, as follows. Assume that \,,, has been defined for all m < n. Let

in =min{i € N | v; & free(® U{pm | m < n}U{Exnon})}.

That is, i, is the smallest index i such that v; is not free in ® U{{,, | m < n}U{Ix@n}. Then we
set

Vi
Yy = <3Xn(9n — Pn 1“) .
Xn
Next, let
Qn:=0U{Pm | m<n},
and ¥ := J,,cy ©n. It should be clear that ® contains witness. So what remains is to show that ¥

is consistent, or equivalently every @,, is consistent.

Recall that ®y = @ is consistent by our assumption. Towards a contradiction, assume that @,
is consistent, but ®,,;; is not. Therefore, for every x with v;_ ¢ free(x) there is a finite I' C @,
with the following deduction.

m. T (_'Elxn(Pn \ @nvx‘f‘) X
(m+1). T —3Ixpon —IXnPn (assumption)
m+2). T —Ix,on (ﬁﬂxn(pn V @n VX‘: ) (V-introduction in the
succedent)
(m+3). T —3Ixnon X (chain rule)
@. T o¢n ‘;—‘n‘ X (similarly)
€+1). T Ixnoen X (3-introduction in the
antecedent)
@+2). T X (case analysis).

Now by taking x := Fvgvg = vo and x := —Ivgvy = vy we conclude that @, is inconsistent, which
contradicts our assumption. m]

Proof of Lemma 1.5: Let @o, @1, ... be an enumeration of LS. For every n € N we define @,, by
induction. First ©g := V. Then,

o _JOnU{en} if @y U{@n}is consistent,
e, otherwise.

It is immediate that every ©,, is consistent, and the consistency of

@::U@n

neN



follows. To see that © is negation complete, let ¢ € L%, in particular ¢ = ¢,, for some n € N.
Assuming © I/ —¢,, we conclude O, I/ —¢,, by ©, C ©. Therefore, ©,, U{¢} is consistent. It
follows that ¢ € O .1 C 0, and thus © - . ]

In the next step we eliminate the condition free(®) being finite.

Corollary 1.8. Let S be countable and ® C LS consistent. Then @ is satisfiable.

Proof: First, we let
S':=8S U{Co, Ci1,.. }

For every ¢ € LS we define
n(@) :=min{n | free(p) C {vo,...,vn_1}, i.e, @ € L5},

and let
(p/ — (pCO-'-Cn(cp]—l.
Vo .- Vn(ep)-1
Then we set
o' ={¢ |ped}CL®
Note free(®’) = (.
Claim. @’ is consistent.

Once we establish the claim, together with free(®’) = (), Corollary 1.6 implies that there is an S’-
interpretation J' = (2, ') such that 3’ = ®’. Applying the Coincidence Lemma with free(®’) =
(), we can assume without loss of generality that

B/(vi) = =7 (c). €]
It follows that for every ¢ € @
0--- Cn((p)fl

c
TEe <= TJEo
Vo .- Vn(ep)—1

,,j/(CO) . .3/(Cn(q,),1)

— J E o (by the Substitution Lemma)
Vo.- - Vn(e)-1
/ !
— j,ﬁ (Vo) ... B (Vn(p)—1) = o by (1))

VO---Vn((p)fl
ie,J E o.

That is, 3’ is a model for every ¢ € ®. We conclude that @ is satisfiable.

Now we prove the claim. It suffices to show that every finite subset of @’ is satisfiable. To that
end, let

Qy:={o1,...,00},

where ¢1,..., ¢, € ®. Clearly free({(pl, cees (pn}) is finite, and {@1, ..., @n} is consistent by the
consistency of ®. By Corollary 1.6 there is an S-interpretation J = (2, 3) such that for every
i€ [n]

JE @i (2)
We expand the S-structure 2( to an S’-structure 21’ by setting for every i € N

= B(vi). 3)



Then for the S’-interpretation 3’ := (2’, ) and any ¢ € L®

TEe

!

rrr 1

It follows that 3’ = @] by (2). Thus @/ is satisfiable.

~ Co---Cn(p)-1
A AT
Vo .- Vn(p)-1

j/jl(CO) . .j/(Cn((p],l)

Fe
Vo.. .- Vn(e)-1
A’ A’
j/co e (p)—1 o
Vo.- - Vn(e)-1
j/B(VO)---B(Vn(@)fl) = o
Vo .. Vn(¢p)-1
TEe
JEe

(by the Substitution Lemma)

(by (3))

(by the Coincidence Lemma).



