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1 The Semantics of First-order Logic

1.1 Isomorphisms
Definition 1.1. Let 2l and B be two S-structures.

(a) A mapping 7t: A — B is an isomorphism from 2 to B (in short 7t : 2l = B) if the following
conditions are satisfied.

(i) 7t is a bijection.
(i) For any n-ary relation symbol R € S and ag,...,an—1 € A

(Cl(),. ..,Clnfl) € RQ[ — (7'[((10),.. .,ﬂ(an,l)) € R%.
(iii) For any n-ary function symbol f € S and ao,...,an_1 € A
n(f*(ao, ..., an—1)) = f¥(n(ao), ..., m(an—1)).

(iv) For any constantc € S

(b) 2 and B are isomorphic, written 2 = B, if there is an isomorphism 7t: 24 — 2B. =
Observe that the above definition is not symmetric. However we can easily show:
Lemma 1.2. = is an equivalence relation. That is, for all S-structures 2, B, €
1. A=
2. A = B implies B = A;
3. ifA=Band B = ¢, then A = C. =

Lemma 1.3 (The Isomorphism Lemma). Let 2 and B be two isomorphic S-structures. Then for
every S-sentence @

AEe <= BEo.
_|

Proof: Let 3 be an assignment in 2. By the coincidence lemma, it suffices to show that there is an
assignment 3’ in 9B such that

LB Ee <= (BB )Fo, ey

where ¢ is an S-sentence.
Let 7t : 21 = 9B and we define an assignment 3™ in 98 by



for any variable x. Then we prove for any S-formula ¢

2B Ee <« (B, Eo, (2

which certainly generalizes (1). To simplify notation, let 7 := (2, 3) and J™ := (%, [3”). First, it is
routine to verify that for every S-term t

m(J(t)) = I™(t). 3
Then we prove (2) by induction on the construction of S-formula ¢.
* @ =t; =t,. Then

TEti=t < J(t1) =73(t2)
(

— n(JI(t1)) = 7(T(t2)) (since 7t is an injection)
— J7(t1) =77 (t2) (by (3))
— TTEti=t
. (p:Rtl"'tn~
JERt -t = (J(t1),...,3(tn)) € R®
— (n(ﬁ(tl)),...,nw(tn))) e R®
<= (I"(t1),...,9™(tn)) € R® (by (3))

< J" = Rt; - tn.

e p=—Y. Itfollowsthat T~ <= TH V) < T << T ).
* ¢ =1 Vx. The inductive argument is similar to the above —.
* ¢ = Ix. This is again the most complicated case.
. a a
JE Ixp <= there exists an a € A such that 3; = (Ql, [3;) Ev
<= there exists an a € A such that (TJE)ﬂ = (Ql, [?>E)7t =,
X X
. . . a a\ T
(by induction hypothesis on 3;, (j;) , and lb)
n(a)

that is, there exists an a € A such that <%, [S”X> Ey

b
<= there exists a b € B such that <%, B“X) Ev (since 7t is surjective)

b b
i.e., there exists a b € B with 3”; = (B,p7) " =

— T = Ix.
This finishes the proof. O

Corollary 1.4. Let t: 2 = B and ¢ € LS. Then for every ag,...,an 1

A plag,...,an1] < Bl ¢[n(ag),...,m(an1)]



1.2 Substitution

In mathematics, when writing f(y + 10) we plug the value of y+ 10 into f(x). We will do the same
for @(x) where we want to substitute x by a term t. This is not completely trivial, e.g.,

@e(x)=3Jzz4+z=x and t=x-+z

It is obviously wrong for
Jzz4+z=x+z

Definition 1.5. Let t be an S-term, xo, ..., X, variables, and to, ..., t, S-terms. Then the term

tto,...,tT
X0y oo Xy

is defined inductively as follows.

(a) Let t = x be a variable. Then

x  otherwise.

tt0,~--,tr _Jt ifx=x;forsome0<i<r
X0y vns Xr

(b) For a constant t = ¢

to, ..., ty
c =c
XO:” :XT
(¢) For a function term
/ ; o,y ;o ; oty
TR S AL R R St . =
X0y oo Xy X0y ooy Xt X0y oo Xy

Definition 1.6. Let ¢ be an S-formula, xo, ..., x, variables, and to, ..., t, S-terms. We define

to, ..., tr
(pi
X0y e ooy Xt
inductively as follow.
(a) Assume ¢ =t; =t5. Then
(ptO,---,tr ::t{tO:""tT Etéto’ :tT.
X0y oo Xy X0y oo Xy X0y oo Xy
(b) Let @ =Rt]...t},. We set
to,..., 1T to,..., 1T to,..., 1t
2 T Ry LA T
X0y ooy Xy XQs oo Xy X0y o eos Xy
(c) For ¢ =—¢
(ptOJ 5tT :_|1th; JtT
X0, > Xr X0, 5 Xr

(d) For @ = (Y1 V2)

to,...,t to,...,t to,...,t
o= (11’1 =V, r)~

X0y ooy Xt X0y eoos X X0y ooy Xt



(e) Assume ¢ = Ixp. Let xi,,...,xi, (i1 < ... < i) be the variables x; in xo, ..., X, with
x; € free(Ix) and x4 # ti. In particular, x # xi,,...,%x # xi,. Then

to,...,t ti,...,ti,u
(p 3 T ::Elu ll) 110 3 Mg ,
X0y oo Xy Xipyeer X, X

where u = x if x does not occur in ty,, . . ., t¢, ; otherwise u is the first variable in {vg, v1, va, .. .}
which does not occur in 1, t,, ..., ti,. -

Examples 1.7. 1.

V2,Vo0, V1
[onfvlvﬂ = = - = PVOfVZVO.
Vi1,V2,V3
2.
vg, fvivi fv1vi, Vo
[3\10 PVof\)]Vz] —_— = HVO PVof\ll\)gi = HV() PVof\)lf\)]Vl.
Vo, Vo V2, Vo
3.
Vo, V2, V4 Vo, V3
[Elvo onfvlvz} — 22 7 = vy {onfvlvz 2 ] = vz Pvs3fygvs. -
V1,V2,Vo V1, Vo

Definition 1.8. Let 3 be an assignment in 2 and ao, ..., a, € A. Then

B(lo,...,(lr

X0y ooy Xt

is an assignment in 2( defined by

ag,...,qr ify=xifor0<igr

ai
B X0+ e Xr )= {B(y) otherwise.

For an S-interpretation J = (21, 3) we let

~ Q05 ..., Qp apg,..., ar
A (2{,[3’ 1. .
X0y oo Xy X0y oo Xy

Lemma 1.9 (The Substitution Lemma). (a) For every S-term t

to,...,t J(to),...,J(t
X0y oo Xr X0y oo X

(b) For every S-formula ¢

:”:(pto,...,tr jJ(to),...,ﬁ(tr)
X0y oo Xr X0y Xr

Proof: (a) Assume t = x. If x # x; for all 0 < 1 < r, then
Therefore,

X0y e ooy Xt

3 (t to, ..., tr > _ j(X) _ jj(tO)J . ')j(tT) (X) jj(t0)9 .. :j(tT)



Otherwise, X =Xi for some O <igr. Then t)‘zg,..%
FIXIPRAS o

J(t ) =7J(t1)

The other cases of t can be shown similarly.

to,...,tr
XQs oo Xy

J
X0y e oo

(b) Assume that @ = Rt{...t/ . Then
to,...,t /e, t
T2 L — (J(t{or),...,j(t;L
X0y ooy Xt X0y ooy X

~3I(to), ..., I(tr)
> Xr

= t;. It follows that

~3(to), ..., I(tr)
J—
X0y e

(xi) ().

> Xr

J(to), ... tr J(to),..., Ity
= <3J( o), I )(t{),...,j—J( o) 2 )(t;))eRQ‘ (by (@)
X0y ooos Xy X0y oo Xy
= j—j(tO)""’j(tT) ERty...t]
X050 Xr
i.e., jJ(tO), . :j(tT) IZ (p.
X0y oo Xy

For another case, let ¢ = Ixp. Again, let x;,,..

L]

xi, be the variables x; with x; € free(Ix1)

and x; # t;. Choose u according to Definition 1.6 (e). In particular, u does not occur in ti,, ..., ti,.
Then
to,...,t N ti, ..., ti, U
jIZ(PO’ T J):EI'LL|:11) 11 s Uigos :|
X0y e ooy Xt Xigseeos Xigr X
. ~a ti,. ... ti,u
<= there exists an a € A such that J— 222 12
u Kigseeos Xigr, X
. a1 J2(ty,), ..., T2(t,),T% (v
<= there exists an a € A such that {3—] utu) u (i) 9 (W Ev
u Xil,...,Xis,X

(by the coincidence lemma and that u does not occur in t;,, ...

there exists an a € A such that [3 —
u

there exists an a € A such that J

(by induction hypothesis)
(), ..., 3(t),
(ti,) (ti,), a -

Xigs» e

a

]

.y X'ls , X

ti,)

j(til )7 R ] j(tis )7
Xigs -

“Ew

-’XiS,X

(by (either u = x or u does not occur in ) and the coincidence lemma)

J(ty), ..., I (4
= JJ(Xf) JF :) = Ix
— jj(to)an"J(tT) |:3X1b
X0y ovos Xy

(by x; ¢ free(Ixp) or x; = t; for i # iy, ..

there exists an a € A such that {3 &l

), -5 I(ti,)
Xigseoosr Xi

}“»:w
R X

(sincex#xil,---,x7éxis)

Li#).



