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Abstract— Wireless sensor networks (WSNs) have been
widely used in various applications. Since their sensor nodes
are resource-constrained and their security primitives need
to store a set of security credentials to share a secure
channel, key management is one of the most challenging
issues in the design of WSN. Currently, various efficient
lightweight key management schemes (KMs) have been
proposed to enable encryption and authentication in WSN
for different application scenarios. According to different
requirements, it is important to select the trustworthy key
management schemes in a WSN for setting up a fully trusted
WSN mechanism. In this context, adaptive methods are
required to evaluate those schemes.

In this paper, we exploit Analytic Hierarchy Process
(AHP) to help with the complex decision. Specifically, we
consider the following performance criteria: scalability, key
connectivity, resilience, storage overhead, processing overhead
and communication overhead. Two case studies are added for
verifying our proposal. Via the two case studies, it is verified
that our method is able to help selecting a suitable scheme
for given requirements.

Index Terms— Analytic Hierarchy Process, Key management
scheme, Trustworthy decision, Wireless sensor network

I. INTRODUCTION

A. Background

The advance in miniaturization techniques and wire-
less communications has made possible the creation and
subsequent development of the wireless sensor network
(WSN) paradigm [1]. The application area of WSN
includes military sensing and tracking, environmental
monitoring, patient monitoring and smart environment.
When a sensor node is installed in a dangerous and
untrusted area, its security becomes very important. Thus,
WSN security is a prerequisite for wider use [2]. The
communication channels between any pair of nodes inside
WSN must be protected to avoid attacks from external
parties. Such protection, in terms of confidentiality, in-
tegrity and authentication, is provided by some security

This paper is based on “A Generic Evaluation Method for Key
Management Schemes in Wireless Sensor Network,” by R. Na, Y. Ren,
Y. Hori and K. Sakurai, which appeared in the Proceedings of the
5th International Conference on Ubiquitous Information Management
and Communication (ICUIMC), Seoul, Korea, February 2011. c© 2011
ACM.

This work was supported by the governmental scholarship from China
Scholarship Council.

primitives. A key management scheme is an important
security primitive for WSN. The task of generating and
distributing those keys has to be done by a global key
management system [3]. For the above reasons, designing
a trustworthy key management scheme is a necessary
work. Meanwhile, to select a appropriate key management
scheme is a necessary work.

In this paper, we design an evaluation method which
supports the decision-making processes of selecting a
trustworthy key management scheme in a WSN. We
focus on the calculation of how much the existing key
management schemes can be appropriate to perform a
particular application. The trust of the trustworthy deci-
sion is based on the firm belief in the reliability under
the assumed wireless sensor network scenario. The key
management schemes must satisfy traditional needs of
security, such as availability, integrity, confidentiality,
authentication and non-reputation [6] in a typical wireless
network. Compared with the typical wireless network,
the key management has other special challenges such
as resilience, expansibility and efficiency [7] in WSN
because of its specificity.

B. Related Work

Recent research works focus on producing an efficient
system to evaluate these key management schemes. In
recent years, there has been a significant progress on
key management schemes in WSN. Researchers have
proposed a large number of key management schemes
in WSN which focus on different security requirements.
Each scheme has its own advantages and disadvantages.
Even though quite a number of key management schemes
in wireless sensor network exist now, they can be di-
vided into six categories. The six categories are stated
as follows: Dedicated pair-wise key management solution
in distributed wireless sensor network (DWSN), reusable
pair-wise key management solutions in DWSN, group-
wise key management solutions in DWSN, pair-wise
key management solutions in hierarchical wireless sensor
network (HWSN), group-wise key management solutions
in HWSN and network-wise key management solutions in
HWSN [3]. If changing into another perspective, because
WSN is energy limited network and pre-distributed key
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management scheme is energy-efficient scheme, most of
the key management schemes in WSN are based on pre-
distribution key management schemes. Commonly used
key management schemes in WSN are listed as follows:
random pre-distribution key management scheme based
on key-pool [8]; pre-distribution key management scheme
based on polynomial [9]; pre-distribution key manage-
ment scheme based on block design [10]; pre-distribution
key management scheme based on position [11]; pre-
distribution key management scheme based on matrix [12]
and so on [13].

Some researchers proposed certain evaluation indexes
for qualitative evaluation of these key management
schemes in WSN [3]. However, such proposals have
limited utility unless they take node replication attacks
and robustness into consideration. Their proposals fail to
address all of the criteria that a key management scheme
in WSN should satisfy to.

In this paper, we propose a generic method to evaluate
key management schemes, which can help researchers to
select the scheme quantitatively according to different net-
work requirements. The most related work to our research
on security evaluation is Hwang et al. [5]. It employs the
Analytical Hierarchy Process (AHP) method in guiding
information security policy decision making. It uses the
application of AHP as a method to develop information
security decision model for information security policy.
Meanwhile, after comprehensively surveying all of the
criteria for KMs evaluation in WSN, we propose an AHP-
aided method to select the optimum key management
scheme for an assumed WSN.

C. Challenging Issues

The following reasons motivate us to propose the AHP-
aided method for evaluating key management schemes in
wireless sensor network.

1) The security of a WSN depends on the existence
of efficient key management solutions [3]. Many
key establishment techniques have been designed to
address the trade off between limited computational
resources and security requirements, but it is not
easy to determine which scheme is the best one in
an assumed scenario.

2) All these key management schemes have their own
advantages and disadvantages. All of them can be
suitable for different needs. Comprehensive consid-
eration of the parameters selection is not a simple
problem.

3) To select the most proper key management scheme
quantitatively from a large amount of existing
schemes is not an easy issue [15].

4) Despite the utmost importance of a generic evalua-
tion method for these key management schemes, it
is surprising that we find almost nothing in literature
on this subject.

D. Our Contribution

In this paper, we propose an evaluation method to
evaluate the key management schemes, which can help us
to select the scheme quantitatively according to different
network requirements. The contributions of our paper can
be summarized as follows:

1) We use an analytical hierarchy process (AHP)
model to construct a framework to do the deci-
sion making. AHP can help with a quantitatively
decision. Thus, we can overcome the difficulty in
selecting a proper key management scheme for
wireless sensor network having multiple criteria
decision making.

2) Based on our proposal, we provide evaluation and
analysis of the existing key management schemes.
We show that our method can build an intuitive
method to select a proper scheme and to present
key management schemes in the order of suitability,
based on the previously given network require-
ments. In a word, we provide a feasible quantitative
evaluation system to select the best key manage-
ment scheme from various schemes.

3) Finally, we classify several typical key management
schemes and make a comparison among the trade
off in those schemes. At the same time, we can
obtain quantitative analysis results via two kinds
of case study. In other words, our method can be
helpful in a complicated network environment.

This work is organized as follows: Section II describes
basic definitions and notions used in wireless sensor
network for key management schemes evaluating. At the
same time, corresponding case study is proposed. Section
III provides our quantitative system which based on linear
algebra and focused on matrix. Section IV discusses the
system in details via two case studies. Finally, we draw
conclusions in Section V.

II. PRELIMINARIES

A. Brief reviews of AHP

In a set number of application domains, the Analyt-
ical Hierarchy Process (AHP) is a decision approach
designed to aid in the solution of complex multiple
criteria problems. It was developed by Thomas L.Saaty
in the 1980s [4]. This method has been found to be an
effective and practical approach that can make complex
and unstructured decisions. The AHP has been used in a
large number of applications to provide certain structures
on a decision making process. When used in the sys-
tems engineering process, AHP can be a powerful tool
for comparing alternative design concepts. The decision-
maker judges the importance of each criterion in pair-
wise comparisons. The outcome of AHP is a prioritized
ranking or weighted of each decision alternative. There
are three steps for considering decision problems by
AHP: constructing hierarchies, comparative judgments,
and synthesis of priorities.
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Wireless Sensor Network(WSN)

Hierarchical WSNDistributed WSN
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Key Management schemes(KMs)

Figure 1. Classification of Key Management schemes

1) Construction hierarchies: User of the AHP first
decomposes his decision problem into some hier-
archy of more easily comprehended sub problems,
each of them can be analyzed independently.

2) Comparative judgments: After the hierarchy is
built, the decision makers systematically evaluate
various elements of the hierarchy by comparing
each one of them to another one of them at a time.
In making the comparisons, the decision makers
can either use concrete data about the elements
or use their judgments about the elements’ rela-
tive meaning and importance. The AHP converts
these evaluations to numerical values that can be
processed and compared over the entire range of
the problem.

3) Synthesis of Priorities: Numerical priorities are
calculated for each of the decision alternatives.
These numbers represent the alternatives’ relative
ability to achieve the decision goal. Something are
presumable missing in allowed range.

The above three steps show a brief review of AHP
hierarchy for the decision making process.

Futhermore, details on both the synthesis of priorities
and the measurement of consistency are claimed as fol-
lows [4]:

• n: the order of the matrix. The AHP authors use
n for explaining the size of these matrixes in AHP
method. In section III, the matrix of hierarchies and
the matrix of judgements will be used in our AHP-
aided method.

• λ: the eigenvalue of the matrix. Maximum value of
λ is expressed by λmax. If we want to calculate the
consistency ratio, we should calculate the eigenvec-
tor of the relative weights λmax for each matrix with
order n.

• RI: the average Random Index for consistency
checking. RI is a known random consistency index
obtained from a large number of simulations which
run and vary depending upon the order of matrix.
Tables I shows the value of the RI for matrix with
the size from order 1 to 10 [16].

• CI: the Consistency Index. CI for each matrix of

TABLE I.
AVERAGE RANDOM INDEX (RI) BASED ON MATRIX SIZE

Size of matrix(n) Random consistency Index(RI)
1 0
2 0
3 0.52
4 0.89
5 1.11
6 1.25
7 1.35
8 1.40
9 1.45

10 1.49

order n can be calculated by using the formula:
CI = (λmax − n)/(n− 1).

• CR: the Consistency Ratio. CR is calculated by
using the formula: CR = CI/RI .

As constructing hierarchy is the first step of AHP,
the pair-wise comparisons generate a matrix of relative
rankings for each level of the hierarchy. The number of
criteria depends on the number elements at each level.
The order of the criteria at each level depends on its
lower level number of elements. After all criteria are
developed and all pair-wise comparisons are obtained,
eigenvectors of the relative weights (the degree of relative
importance among the elements), global weights and the
maximum eigenvalue λmax for each matrix are calculated
by using Expert Choice software (Expert Choice, 2000).
The software is easy to use and understand. It provides
visual representations of overall ranking on a computer
screen.

The value of λmax is an important validating parameter
in AHP. It is used as a reference index to screen infor-
mation via calculating the consistency ratio CR of the
estimated vector. This step is in order to validate whether
the pair-wise comparison matrix provides a completely
consistent evaluation or not.

n-order matrix means the order of matrix n equals n.
In section III, our proposal which is based on AHP will
use 5-order matrix and 6-order matrix. Thus, we present
the consistency check of them in this section in advance.

When n = 5, we can calculate the eigenvalue of the
matrix λ for consistency check. The processes are as
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follows:
1) Selecting n = 5 from Table I as an example, the

average random index RI is 1.11.
2) Because the matrix should be validated to pass

the consistency check, the consistency ratio CR
need to be smaller than 0.1. Meanwhile, CR equals
CI/RI .

3) Thus, the consistency index CI needs to satisfy:
CI < 0.1× 0.11 = 0.011

4) Furthermore, as CI = (λ− n)/(n−1) = (λ−5)/4
and CI < 0.011, the maximum eigenvalue λ is
smaller than 5.444.

5) The 5-order matrix will pass the consistency check
when λ < 5.444.

Similar to the process where n = 5, we do consistency
check while n = 6. The result is as follows:

1) When there is n = 6, the average random index is
RI = 1.25. Accordingly, the maximum eigenvalue
λ is smaller than 6.625.

2) The 6-order matrix will pass the consistency check
when λ < 6.625.

B. Classification of key management schemes in WSN

Key management schemes (KMs) in wireless sensor
network (WSN) can be categorized into several types.
Figure 1 explains the classification of KMs in WSN. WSN
are organized in distributed or hierarchical structures
in generally. WSN communication usually occurs in ad
hoc manner, and shows similarities to wireless ad hoc
network. When nodes in hierarchical WSN communicate,
data flow may be classified into three parts: pair-wise
(unicast) among pairs of sensor nodes and from sensor
nodes to base station, group-wise (multicast) within a
cluster of sensor nodes and network-wise (broadcast) from
base stations to sensor nodes. Likewise, data flow in
distributed WSN is similar to data flow in hierarchical
WSN with a difference that network-wise (broadcast)
messages can be sent by every sensor nodes.

As Table II shows, S. A. Camtepe et al. 2008 [3]
classified the currently existing key management schemes
based on the network structure. The network structure
is classified into two types: Distributed WSN (DWSN)
and Hierarchical WSN (HWSN). In DWSN, key man-
agement schemes (KMs) in DWSN are categorized into
three types: dedicated pair-wise KMs, reusable pair-wise
KMs and group-wise KMs. Meanwhile, KMs in HWSN
are categorized into three types: pair-wise KMs, group-
wise KMs and network-wise KMs. Our evaluation work
follows this classification.

III. OUR PROPOSAL BASED ON AHP

In order to determine which key management scheme
is the best for an assumed WSN scenario, we propose a
method based on AHP.

In different proposed key management schemes, there
have different parameters assumption even distinct as-
sumption. It is not possible to give strict quantitative

comparison criteria due to distinct assumptions made by
these key management solutions. However, the following
criteria can be used to evaluate and compare these key
management schemes in WSN [3]. Our target is to give
quantitative comparisons among various KMs in WSN
based on these five criteria.
• Scalability: Ability of a key management solution to

handle an increase in the WSN size.
• Key connectivity: Probability that a pair or a group

of sensor nodes can generate or find a common secret
key to secure their communication.

• Resilience: Resistance of the WSN against node
capture and node replicate. The adversary often
captures or replicates a sensor node, such as in some
well-known network attacks in the WSN (e.g., sybil
attack and wormhole routing attack). Keys which are
stored on a sensor node or exchanged over radio links
should not reveal any information about the security
of any other links.

• Storage overhead: Amount of memory units re-
quired to store security credentials.

• Processing overhead: Amount of processing cycles
required by each sensor node to generate or find a
common secret key.

• Communication overhead: Amount and size of
messages exchanged between a pair or a group of
sensor nodes to generate or find a common secret
key.

We can see that processing overhead is based on the
hardware selecting. Considering the power consumption,
especially comparing with communication overhead [35],
processing overhead is not the main power consumption
for WSN. Thus, it is appropriate if we omit the processing
overhead of KMs in our AHP-aided evaluation proposal.

Numerical priorities, derived from the decision makers’
input, are shown for each item in the hierarchy of AHP
method. To make comparisons, the scale of numbers indi-
cates that how much one element is more important than
another element. The indication is based on the criterion
or property with respect to which they are compared.

Then, based on the five criteria which are used to eval-
uate and the key management scheme comparison in an
assumed network scenario by quantitative calculation, we
present the framework of AHP based method for selecting
the most suitable key management scheme among these
schemes.

Figure 2 is the framework of our AHP-aided method.
In the top of this figure, there is an assumed network
scenario. Under the scenario, six criteria are listed. Under
the criteria, six key management schemes which are called
alternatives are listed. Each of the alternatives belongs to
one category of key management schemes. In this figure,
the criteria are used to select the optimum alternative for
the assumed network scenario.

Our proposal consists of three steps. Figure 3 shows the
procedure of our proposal. First step is establishment of a
structural hierarchy. The center of this step is to construct
pair-wise comparison matrix A for assumed network
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TABLE II.
CLASSIFICATION OF KMS [S. A. CAMTEPE. 2008]

Notions Steps
DWSN Dedicated pair-wise KMs H.Chan et al. 2003 [8],D.liu et al. 2003 [23], B. Dutertre et al. 2004 [24], D.

Huang et al. 2004 [25].
Reusable pair-wise KMs L.Eschenauer et al. 2002 [18], D. Hwang et al. 2004 [26], R. D. Pietro et al. 2003

[27], S. A. Camtepe et al. 2004 [28].
Group-wise KMs C.Blundo et al. 1992 [9], M. Ramkumar et al. 2004 [29].

HWSN Pair-wise KMs S. zhu et al. 2003 [19], G. Jolly et al. 2003 [30]
Group-wise KMs M. Shehab et al. 2005 [20], A. Chadha et al. 2005 [31] .
Network-wise KMs S. Slijepcevic et al. 2002 [21], A. Perrig et al. 2002 [32], D. Liu et al. 2003 [33],

M.Bohge et al. 2003 [34]

Figure 2. Framework of AHP based method for selecting a key management scheme

scenario. The importance preference of each criterion
is the input. Output is the weighted vector of criteria.
Second step is establishment of comparative judgments.
Likewise, the center of this steps is to construct series
of pair-wise comparison matrix B for each criterion. The
importance value of each key management scheme is the
input. Output is the weighted vectors of schemes. After
finishing the first and second steps, the third step is to do
consistency check, calculate values of weight coefficient
for each scheme and do final decision.

We describe the first step in subsection: Establishment
of a structural hierarchy. We describe the second step and
the third step in subsection: Establishment of compar-
ative judgments respectively. Specifically in subsection:
Establishment of comparative judgments, we present the
network scenario and its parameters.

A. Establishment of a structural hierarchy

Two inputs are presented firstly. One is the importance
evaluation of each criterion. Five criteria are involved
here: scalability (S), key connectivity (K), resilience (R),
storage overhead (M) and communication overhead (C).
The other is importance evaluation of each scheme.

The importance evaluation of each criterion points out
criteria establishing among the elements of the hierarchy

by making a series of judgments based on pair wise
comparisons of the criteria. For example, when we want
to select an optimum key management scheme for army
areas, choosers might say they prefer higher security and
less normal nodes can be captured. Numerical priorities
are derived from the decision makers’ input.

In the next step, we present two types of matrix series.
One is pairwise comparison matrix A for network scenario
which is constructed based on each criterion’s importance
evaluation. The other one is pairwise comparison matrix
B for criteria which is constructed based on each scheme’s
importance evaluation.

After constructing the two type matrix series, we can
obtain two outputs. One is the weighted vector of criteria
and the other one is the weighted vector of schemes. In the
next section, the consistency check, calculating values of
the weight coefficient for each scheme and final decision
will be illustrated. In this section, we focus on explaining
the matrix construction proceeds.

The formulation of AHP-based model for selecting
the best key management scheme in the assumed WSN
scenario is presented as shown in Algorithm 1. Based
on the properties and mechanism of AHP, we provide
a solution to evaluate the key management schemes in
a mathematical analysis method. Our solution can be
applied to select an optimum key management scheme
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Figure 3. The inputs and outputs of our former proposal

within a particular network scenario. Basically, there are
two steps for considering decision problems by AHP.
Firstly, the two types of matrix series have been con-
structed based on the inputs.

1) One is pairwise comparison matrix A = (aij)6×6

for network scenario which is constructed based on
each criterion’s importance evaluation.
In judgment matrix, we set aii = 1. Furthermore,
if we set aij = η, then we set aji = 1/η.
Here, A = (aij)6×6, aij = wi/wj , wi is the relative
importance, aij > 0, aij = 1/aji, aii = 1, i, j =
1, 2, . . . , n.
The other one is pair-wise comparison matrix B =
(bı)5×5 for the five criteria which are constructed
based on each scheme’s importance evaluation.

2) After constructing the two types of matrix series,
we can obtain two outputs.
One is the weighted vector of criteria

−→
A and the

other is the weighted vector of schemes
−→
B .

3) Then we can calculate the values of weight for each
scheme

−→
Wκ =

−−→
WA · −−→WB , κ = 1, . . . , 6.

Finally, We can obtain the output of the decision
of which scheme is the best choice

−→
Wmax =

max(
−→
Wκ).

B. Establishment of comparative judgments

In this subsection, we first describe the network sce-
nario and provide the matrix A, which is pairwise im-
portance comparison of each criterion. Then both the
parameters of the assumed network scenario and the series
of matrix B are presented. The series of matrix B is
pairwise importance comparison of each scheme.

We assume there is a scenario of judgment as follows:
In [22], the government wants to enforce its homeland
security using the WSN to aggregate the information on
the borderline. In such a scenario, the perimeter surveil-
lance is one of the most promising WSN applications.

Algorithm 1 Our proposal
1: Input: importance values of each criterion A =

(aij)6×6, importance values of each scheme B =
(bı)5×5.

2: Output: the decision of the evaluation for the key
management schemes

−→
W = (Wκ)1×6, κ = 1, . . . , 6.

3: while Assumed network scenario:
−→
A&

−→
B do

4: while the importance value of each criterion:aij

do
5: Construct the pairwise comparison matrix A ;
6: Calculate the weighted vectors of the matrices−−→

WA;
7: end while
8: while the importance values of each key manage-

ment scheme:bı do
9: Construct the pairwise comparisons matrix B;

10: Calculate the weighted vectors of the key man-
agement scheme

−−→
WB ;

11: end while
12: if

−−→
WA&

−−→
WB then

13: Calculate the values of weight for each scheme−→
Wκ =

−−→
WA · −−→WB ;

14: end if
15: Output the decision of which scheme is the best

choice
−→
Wmax = max(

−→
Wκ) ;

16: end while

WSNs can be easily deployed permanently (e.g., public
places) or on-demand (e.g., high risk events) in a very
short time, with low costs and with little or no supporting
communications infrastructure.

First of all, the sensor nodes must work at a low
energy consumption to survive in a long time without
energy supply and keep collecting and transmitting the
information without breaking down. Under such a cir-
cumstance, Communication Overhead (C) becomes the
most important criterion which should be considered be-
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cause communication is the most energy-consuming. For
instance, Mica2Dot has a 7.3MHz Atmel ATMEGA128L
low-power micro-controller which runs TinyOS, 128KB
of read-only program memory, 4KB of RAM, a 433MHz
Chipcon CC1000 radio which provides a 19.2 Kbps data
rate with an approximate indoor range of 100 meters [3].

Secondly, an attacker may capture part of sensor nodes
or introduce its own malicious nodes inside the network,
hence security must be taken into account in WSN design.
Keys stored on a sensor node or exchanged over radio
links should not reveal any information about the security
of any links. Considering the Resilience (R), higher
resilience means lower number of compromised links.
Therefore, the resilience is an important issue in such a
hostile environment.

For instance, as well as each pair-wise key coming
from one node, node Si (1 ≤ i ≤ N ) stores the
corresponding pair-wise keys for other N-1 sensor nodes
in the WSN. Thus, each sensor Si stores a key-chain
KCi = {Ki,j |i 6= j, 1 ≤ j ≤ N} of size |KCi| = N − 1
out of N(N − 1)/2 keys. However, not all N − 1 keys
are required to be stored in nodes’ key-chain and not all
N − 1 keys are required to have a connected key graph.
Thus, R is less important to C [3].)

Thirdly, Storage Overhead (M) is important because
storage is necessary in order to support the store-and-
forward operating principle. The data should be stored
when several nodes run out of battery. And as a result, the
network becomes partitioned. In this case, it is important
not to lose the potentially measured data over a long
period of time.

Finally, the size of the WSN is pre-determined in most
of homeland security application so that the key connec-
tivity (K) and scalability (S) is not an important issue for
the government’s judgments. And the location of nodes
is usually fixed, which means each network scenario is
assigned a scalability rank. Hence, key connectivity is
more importance than scalability. Moreover, without key
connectivity, the scalability will be affected due to the
low communication efficiency [3].

As above, we conclude our importance is set in the
increasing order of: (low) Scalability < Key connectivity
< Storage overhead < Resilience < Communication
overhead (high). From another aspect, we know that
there are five levels in AHP. Their scale are claimed as:
equal importance, weakly more important, strongly more
important, very strongly more important and absolutely
more important. They are described as follows:

• Level 1 Two criteria are of equal importance.
Storage Overhead and Resilience are of equal im-
portance.

• Level 2 This level which is between Level 1 and
Level 3 means an intermediates value. Communica-
tion Overhead is a little more important than Storage
Overhead. Resilience VS Key Connectivity: Because
Storage Overhead has the same importance as re-
silience, storage overhead is a little more important
than Key Connectivity.

TABLE III.
PAIRWISE COMPARISON JUDGMENT MATRIX OF THE FIVE CRITERIA

S K R M C
S 1 1/3 1/7 1/5 1/9
K 3 1 1/2 1/2 1/3
R 7 2 1 1 1
M 5 2 1 1 1/2
C 9 3 1 2 1

• Level 3 Metric i is weakly more important than
metric j. Key Connectivity is weakly more important
than Scalability. Communication Overhead is weakly
more important than Key Connectivity.

• Level 5 Metric i is strongly more important than
metric j. Storage Overhead is strongly more impor-
tant than Scalability.

• Level 7 Metric i is very strongly more important
than metric j. Resilience is very strongly more
important than Scalability.

• Level 9 Metric i is absolutely more important than
metric j. Communication Overhead is absolutely
more important than Scalability.

As the same as original pair-wise comparison values in
AHP, the value between each two of the five levels means
that it has an intermediates value. It is used to represent
compromise between the levels list above. Reciprocal is
suitable here for inverse comparison. The decision makers
give their decision from quality aspect. They do not need
the exact input. The decision makers need to give the
relative importance of each two performances. Based on
these relative importance items, we get the compared
matrix.

Taking previous expert judgement of the five criteria
into AHP-based method, we can obtain the specific levels
of the above five criteria. Scalability (1) < Key connec-
tivity (3) < Storage overhead (5) < Resilience (7) <
Communication overhead (9). The most important thing in
AHP is how to select items and how to give the framework
of decision. First, we describe the relative importance
of each of the five criteria. Then based on these the
relative importance, a five level hierarchy decision process
is described in Table III. As shown in Table III, we present
the numerical based on the AHP pair-wise comparison
table [4]. The criteria listed on the left are compared
with each criterion listed on top one by one. Due to
the priority of the existing alternative key management
schemes, it relates to the assumed network scenario with
definite comparison judgment matrix.

In judgment matrix, aii is set to equal 1. Furthermore,
we set aij to equal η, then aji equals 1/η, where A =
(aij)6×6, aij = wi/wj , aij > 0, aij = 1/aji, aii =
1, i, j = 1, 2, . . . n. Next, we calculate the consistency
ratio CR = 0.0088 < 0.1, which means that the pair-
wise comparison judgment matrix of five criteria keeps
consistency well [17].

From Table III, we normalize to obtain the relative
weight or eigenvector of each rating scale. Using expert
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TABLE IV.
MATRIX BS : PAIR-WISE COMPARISON MATRIX OF THESE KEY MANAGEMENT SCHEMES’ SCALABILITY METRIC

H.Chan et al. [8] L.Eschenauer et al. [18] C.Blundo et al. [9] S. zhu et al. [19] M. Shehab et al. [20] Slijepcevic et al. [21]
[8] 1 1 2 2 2 2

[18] 1 1 2 2 2 2
[9] 1/2 1/2 1 1 1 1

[19] 1/2 1/2 1 1 1 1
[20] 1/2 1/2 1 1 1 1
[21] 1/2 1/2 1 1 1 1

TABLE V.
RELATIVE WEIGHTS OF EACH METRIC FOR PAIR-WISE COMPARISON MATRIX OF THESE SCHEMES

BSAvg. BKAvg. BRAvg. BMAvg. BCAvg.
H.Chan et al. [8] 0.25 0.25 0.049 0.273 0.180
L.Eschenauer et al. [18] 0.25 0.25 0.049 0.273 0.450
C.Blundo et al. [9] 0.125 0.125 0.095 0.265 0.192
S. zhu et al. [19] 0.125 0.125 0.269 0.041 0.069
M. Shehab et al. [20] 0.125 0.125 0.269 0.038 0.069
Slijepcevic et al. [21] 0.125 0.125 0.269 0.110 0.039

ΣAvg = 1 ΣAvg = 1 ΣAvg = 1 ΣAvg = 1 ΣAvg = 1

Choice software, the relative weights of Scalability (S),
Key connectivity (K), Resilience (R), Storage Overhead
(M) and Communication Overhead (C) are calculated,
which are equal to 0.03, 0.119, 0.269, 0.218 and 0.352
respectively.

IV. CASE STUDY

In this section, six key management schemes based on
five criteria are compared. Because the importance scale
of the five criteria can be various values, two case studies
for further comparison are presented in this section.

We select six typical schemes: H.Chan et al. 2003 [8],
L.Eschenauer et al. 2002 [18], C.Blundo et al. 1992 [9],
S. zhu et al. 2003 [19], M. Shehab et al. 2005 [20] and S.
Slijepcevic et al. 2002 [21] for the schemes comparison in
next step. The six key management schemes are selected
because each of them belongs to one kind of classification
of KMs for WSN. Each of the six key management
schemes has its own advantages and disadvantages. Both
of their advantages and disadvantages are classified from
the five criteria.

In our case study, we prove our method from three
steps. The first step we assume one criteria preference
and one network parameters, then we show our method
step by step in details. This proceeding is presented in
both subsection: Case Study 1 and subsection: Result
of Case Study 1. The second step, we alter to another
criteria preference as the alternation requirement from
network scenario and calculate the result for analysis of
the final values. We can see what is the alternation as
the change of criteria preference. For the third step, we
change the network size for further more explanation.
This proceeding is presented in both subsection Case
Study 2 and subsection: Result of Case Study 2. Finally,
we compare the result of both case study 1 and case study
2 in subsection: Comparison between Case Study 1 and
Case Study 2.

A. Case Study 1

We assume the network and key’s parameters as fol-
lows: In each 1 km2 square unit area, for providing
available WSN model, the relationship between commu-
nication distance l and limiter power overhead E of each
sensor node is E ∝ ln (2 < n < 4), n is effected by
external influence and n is usually set to 3 for calculation.
Accordingly the communication radius of each node is set
to 100 m [36]. Thus, the available nodes number is set to
N = 100 for each 1 km2 square unit area. Let p denote
the probability of sharing a key in pair-wise keys between
any two nodes. Let d = p×(N−1) be the expected degree
of a node.

L.Eschenauer et al. 2002 [18] has shown that: A key
pool which has 10,000 keys means the key pool size KP
equals 10,000. When KP = 10, 000, only need store 75
keys in a node’s memory to ensure that the probability
p can satisfy p = 0.5. p means the probability that the
nodes share a key in their key rings. If the pool size
becomes ten times larger, for example, KP = 100, 000,
while the number of keys required for keeping the same
probability p = 0.5 is only 250. The basic scheme is a key
management technique which has the characters: scalable,
flexible and be suitable for large networks. Thus, the key
pool size KP = 10, 000 keys, the keys number 75 keys
and the probability p = 0.5 can be taken as an example
in our case study 1.

In the key set up phase, each node ID is matched
with Np. Np is randomly selected node identities with
probability p = 0.5. p = 0.5 is always used for a qualified
value for evaluation [6]. Thus we can get Np = 50.
At the beginning of the AHP evaluation, the matrix key
distribution scheme generates a m × m key matrix for
a WSN with size N = m2. During key pre-distribution
phase, each node is assigned a position (i, j), receives
both the keys in i-th column and the keys in j-th row
of the key matrix as the key-chain, which totally has 2m
keys. Here m denotes the number of keys in master key
list of a node and m =

√
N = 10. t is the size of group in
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TABLE VI.
QUOTED SYMBOLS IN CASE STUDY 1

Quoted Symbols Symbol’s Name
E Power overhead
l Communication distance
n l’s exponent
N Nodes number
p Probability of two nodes share a key
d Expected degree of a node
S Key pool size
m Side of Key matrix
t Size of sub-group network
λ Size of adversary coalitions

Np The number of each nodes stores a
random set which dedicated pair-wise keys to

achieve probability p that two nodes share a key

the assumed network scenario. If we assumes one group
here, t is set to 100. λ is the size of adversary coalitions
and equals 50.

All the quoted symbols in this section are concluded
in Table VI. At the same time, the six key management
schemes we have marked with black front in Table II.

For instance, the six key management schemes in-
formed in our paper are listed in Table II. If we take
their scalability into consideration, the basic numerical
value of each key management scheme’s scalability can
be obtained from their original paper: V alue(S) [8] = 2,
V alue(S) [18] = 2, V alue(S) [9] = 1, V alue(S) [19]
= 1, V alue(S) [20] = 1, V alue(S) [21] = 1. Thus, we
can obtain the pair-wise comparison matrix of these key
management schemes’ scalability value and we show the
matrix (BS) as in the form of Table IV.

Accordingly, this matrix-Table IV is normalized to ob-
tain the relative weight of eigenvector via the rating scale.
As a consequence, the relative weights of key manage-
ment scheme in H.Chan et al. 2003 [8], L.Eschenauer et
al. 2002 [18], C.Blundo et al. 1992 [9], S. zhu et al. 2003
[19], M. Shehab et al. 2005 [20] and S. Slijepcevic et al.
2002 [21] are calculated and equal to 0.25, 0.25, 0.125,
0.125, 0.125 and 0.125, respectively. On the other hand,
the consistency index CI is calculated and is equal to 0,
which means that the matrix-Table IV passes consistency
check. Namely, the matrix-Table IV keeps consistency
well and the expert preferences are reasonable.

As the similar processing of scalability matrix BS cal-
culation, we can go through a similar process on the other
four criteria: key connectivity, resilience, storage overhead
and communication overhead. Finally, the relative values
of all the five criteria are calculated and summarized in
Table V.

Then, as we obtain both the judgment matrix (Matrix
A) and the matrixes for key management schemes with
respect to each criteria’s comparison (Matrix BS , BK ,
BR, BM and BC), we can calculate the final vectors
of each key management scheme for the assumed WSN
scenario. Recalling our overall weights, we can get a
final value for each key management scheme now. The
value for H.Chan et al. [8] is 0.175555. The solution of

equations is as follows:
−→
A · −−→WA = λ

−−→
WA

−→
B · −−→WB = λ

−−→
WB

−→
W [8] =

−−→
WA · −−→WB

Thus, the value of H.Chan et al. [8] (
−→
W [8] )is calculated

out.
• With H.Chan et al. [8],

−→
W [8] = 0.039 × 0.25 +

0.119 × 0.25 + 0.269 × 0.049 + 0.218 × 0.273 +
0.352× 0.180 = 0.175555

Similarly, the value of the other five key management
schemes are calculated in turns and concluded as follows:
• With L. Eschenauer et al. [18],

−→
W [18] = 0.039 ×

0.25+0.119×0.25+0.269×0.049+0.218×0.273+
0.352× 0.450 = 0.270595

• With C. Blundo et al. [9],
−→
W [9] = 0.039× 0.125 +

0.119 × 0.125 + 0.269 × 0.095 + 0.218 × 0.265 +
0.352× 0.192 = 0.170659

• With S. Zhu et al. [19],
−→
W [19] = 0.039 × 0.125 +

0.119 × 0.125 + 0.269 × 0.269 + 0.218 × 0.041 +
0.352× 0.069 = 0.125337

• With M. Shehab et al. [20],
−→
W [20] = 0.039×0.125+

0.119 × 0.125 + 0.269 × 0.269 + 0.218 × 0.038 +
0.352× 0.069 = 0.124683

• With S. Slijepcevic et al. [21],
−→
W [21] = 0.039 ×

0.125 + 0.119 × 0.125 + 0.269 × 0.269 + 0.218 ×
0.110 + 0.352× 0.039 = 0.129819

B. Result of Case Study 1

Comparing the final value of the six schemes, we obtain
the order of the six schemes’ values. Their values decrease
in the following order: L. Eschenauer et al. [18], H.Chan
et al. [8], C. Blundo et al. [9], S. Slijepcevic et al. [21],
S. Zhu et al. [19] and M. Shehab et al. [20]. Among the
value of the six schemes, L. Eschenauer et al. scheme
[18] has the biggest value and M. Shehab et al. scheme
[20] has the least one.

The scheme with the biggest value means that it is the
optimum scheme. The optimum scheme L. Eschenauer et
al. [18] is superior to the traditional key pre-distribution
schemes. Because it presents a new key management
scheme for a large scale distribution sensor network.
All such schemes must be extremely simple given the
sensor-node computation and communication limitations.
Their approach is scalable and flexible: trade-offs may
occur between sensor-memory cost and connectivity, and
design parameters can be adapted to fit the operational
requirements of a particular environment.

The scheme with the least value means that it is not a
suitable scheme for the assumed WSN scenario. We know
that scheme M. Shehab et al. [20] is suitable for limited
computation and energy capability sensor network. This
proposed key generation algorithm is based on low cost
hashing functions that enable the efficient key generation.
Its key distribution protocol is also energy efficient. Thus,
this scheme satisfies with the energy limitation problem
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TABLE VIII.
ANOTHER RELATIVE WEIGHTS OF EACH CRITERION FOR PAIR-WISE COMPARISON MATRIX OF THE SIX SCHEMES

BSAvg. BKAvg. BRAvg. BMAvg. BCAvg.
H.Chan et al. [8] 0.25 0.125 0.049 0.041 0.069
L.Eschenauer et al. [18] 0.25 0.25 0.269 0.273 0.450
C.Blundo et al. [9] 0.125 0.125 0.095 0.265 0.192
S. zhu et al. [19] 0.125 0.25 0.269 0.273 0.180
M. Shehab et al. [20] 0.125 0.125 0.269 0.038 0.069
Slijepcevic et al. [21] 0.125 0.125 0.049 0.110 0.039

ΣAvg = 1 ΣAvg = 1 ΣAvg = 1 ΣAvg = 1 ΣAvg = 1

TABLE VII.
FURTHER ONE MORE CASE ABOUT PAIRWISE COMPARISON

JUDGMENT MATRIX OF THE FIVE CRITERIA

S K R M C
S 1 1/3 1/7 1/5 1
K 3 1 1/2 1/2 3
R 7 2 1 1 7
M 5 2 1 1 5
C 1 1/3 1/7 1/5 1

of wireless sensor network. The trade-off between energy
and security is the biggest problem in wireless sensor
network, so it cannot satisfy the requirement in our
assumed network scenario.

C. Case Study 2

Both subsection A and subsection B in section 4 are
the results of our case study 1. Case study 1 considers
the preference setting for the evaluation criteria and the
assumed WSN network scenario. For more clear expla-
nation, further work with more discussion can be done
well from two aspects: the first one is to change the
criteria preferences even to do all the permutation of
the criteria. Under other criteria preferences, we can see
what is changed from the final optimum scheme result.
Under the all permutation of criteria, we can obtain the
different result of optimum scheme according to different
preference.

The other one is to change the parameters of WSN
network scenario, such as the network size and the key
pool size. Accordingly, we can do analysis on the final
scores of these key management schemes in wireless
sensor network which can help us come to be familiar
with these schemes and make the decision for selecting
optimum scheme easily.

First, we analyze one more case on the pairwise com-
parison judgement matrix of the criteria. If the WSN
is for civil use which can provide enough energy and
can keep the advantage of WSN, we can obtain the
preference of criteria as follows: (low) Scalability (1)
= Communication overhead (1) < Key connectivity (3)
< Storage overhead (5) < Resilience (7) (high). The
judgement matrix of criteria preference is shown in Table
VII accordingly.

Keeping the same network parameters of WSN network
scenario, we can calculate the final value under the one

more case study which is according to one more criteria
preference. The final values of the six typical schemes
are sorted in decreasing order: L. Eschenauer et al. [18]
= 0.1935, H.Chan et al. [8] = 0.17757, S. Slijepcevic et
al. [21] = 0.1679, C. Blundo et al. [9] = 0.1636, S. Zhu
et al. [19] = 0.1468 and M. Shehab et al. [20] = 0.1459.

Both the best scheme and the worst scheme in this
result is the same as case study 1. However the order of
the six values has been changed. Scheme C. Blundo et al.
[9] and scheme S. Zhu et al. [19] change their order to
each other. Thus, we can see the affect from the changing
of the criteria preference .

Then, we analyze the affection from WSN network
parameters setting. Previous network size N = 100. If
more nodes have been added in and we also want to keep
the same probability p = 0.5 for the probability of that
two nodes share a key, it is an interesting problem on
the optimum scheme alteration for the current network
scenario. As shown in L. Eschenauer et al. [18], it is
worth mentioning that only k = 75 keys are needed
for probability p = 0.5 that any two nodes can share
a key in their key ring as KP = 10, 000. Thus, we
assume the new network scenario as follows: Network
size N = 1000. As we know, there is the expected degree
of a node d = p×(N−1) = 500. Accordingly we get the
successfully connected nodes number Np = 500, the size
of adversary coalitions λ = 50, t = 200 which means five
grids here. In matrix key distribution scheme, m = 10 as
m =

√
N . We let all the schemes keep the same key pool

KP = 10, 000 as given in scheme L. Eschenauer et al.
[18]. Then, the alternation has been showed in Table VIII.

D. Result of Case Study 2

Under the criteria preference setting in Table III and
the WSN network parameters setting in Table VIII, we
apply our AHP-aid method to calculate the combining of
both Table III and Table VIII. We can calculate the final
value and come to the conclusion that scheme S. Zhu et
al. [19] takes advantage of the other schemes. Here the
optimum scheme is S. zhu et al. [19] which is different
from previous optimum scheme L. Eschenauer et al. [18].
This is the effect of network nodes number alternation
from N = 100 to N = 1000. Scheme S. zhu et al. [19]
is an efficient security key management scheme for larger
scale sensor network. It can reduce the communication
overhead between each communication unit. Thus, the
more larger network size the more obvious the advantages
are. This can be shown to be the same as the original
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TABLE IX.
PARAMETERS COMPARISON BETWEEN CASE STUDY 1 AND CASE STUDY 2

n N p d KP k m t λ Np Optimum scheme
Case Study 1 3 100 0.5 50 10,000 75 10 100 50 50 L. Eschenauer et al. [18]
Case Study 2 3 1000 0.5 500 100,000 250 100 200 50 500 S. Zhu et al. [19]

paper assumption [19]. It consistent to our new network
requirement.

E. Comparison between Case Study 1 and Case Study 2

In the above four subsections, we describe two groups
network scenario. We called them Network scenario Net1
and Network scenario Net2, respectively. Firstly, we
conclude both of the network scenario. Then Table IX
is used to show clearly the parameters’ value of the
two network scenario. Lastly, we explain the different
parameters’ value between the two network scenarios.

Network Scenario Net1: Recall from Section IV.A,
the parameters of network scenario and key management
scheme have been presented. The parameters can be
concluded in the following:

p = 0.5, N = 100, Np = 50, d = 50, KP = 10, 000,
k = 75, m = 10, λ = 50, t = 100.

Network Scenario Net2: L. Eschenauer et al. [18]
scheme infers that if the pool size is ten times larger,
for example, KP = 100, 000, then the number of keys
required is still only 250 for keeping the value p = 0.5
which is the same as in the first group network scenario.
The basic scheme is a key management technique that
is scalable, flexible and can be used for large networks.
Then we can present another WSN scenario: we enlarge
the key pool size and the network nodes number.

We refer to the key pool size from scheme L. Es-
chenauer et al. [18]: KP = 100, 000 keys, only k = 250
keys is needed for probability p = 0.5 such that any two
nodes can share a key in their key ring. The available
nodes number is enlarged to N = 1, 000. Because of the
same probability p = 0.5 and assumed N = 1, 000, we
can obtain that Np = 500, d = 500, t = 200 (five grids
for the hierarchical structure), m = 100.

Table IX concludes the parameters used in both case
study 1 and case study 2. The value of n, p and λ are
the same in both case studies as shown in Table IX.
Keeping the value of p as the same as precondition, the
other parameters in case study 2 change to different values
[18]. In both case studies, the basic changed values are
the network size N and the key pool size KP . The key
pool size KP is changed from 10,000 to 100,000 and the
nodes number N change from 100 to 1000. k is changed
as KP changed. Np, d and t are changed. Because the
changing of the size of network grids t causes the number
of network grids to change, m is changed as the network
grids is changed.

All the changed values above cause the two case
studies to perform different final decision. Case study 1
selects L. Eschenauer et al. [18] scheme as the optimum
scheme. Meanwhile, case study 2 selects S. Zhu et al.
[19] scheme as the optimum scheme. From the two case

studies, the relationship between our method decision and
the changing of the parameters are drawn. Obviously,
the quantitative decision from our method brings into
correspondence with the original case situations.

V. CONCLUSION

From the analysis, we can see all the key management
schemes have their own shortcomings. For this reason, it
is a very critical issue to select trustworthy and suitable
key management scheme according to assumed scenario
requests. Such evaluation analysis can help to provide
some valuable information for designing the key man-
agement in WSN.

In this paper, we present a quantitative evaluation
system for key management scheme which is based on
the six aspects: scalability, key connectivity, resilience,
storage overhead, processing overhead and communica-
tion overhead. We analyze it and show that this system
can be used to select suitable key management scheme
under assumed wireless sensor network scenario require-
ments. Furthermore, we show six typical key management
schemes from the six classified aspects. Under assumed
network scenarios, we can obtain the value order of the
six schemes. Importantly, we obtain the best scheme and
the worst one via their final calculated values.

Formalized decision should be made where there are
a limited number of schemes choices. However each
scheme has a number of attributes and it is difficult
to formalize some of those attributes. Obviously, AHP-
aided method can prevent subjective judgment errors and
increase the likelihood that the results are reliable. AHP-
aided method provides useful insight into the trade-offs
embedded in a decision making problem.
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