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• Software defined network is an appropriate choice to establish a RT communication system in Industry 4.0.
• Time slot based packet switching policy guarantees the forwarding delay of RT data.
• Time synchronization is the foundation to realize time slot based packet scheduling.
• Precision Time Protocol based link compensation can achieve time synchronization at microsecond level.
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a b s t r a c t

Reliable and timely data delivery, namely, real-time communication, is a key aspect for achieving the
agile manufacturing goals of Industry 4.0. Moreover, reducing the maintenance, infrastructure and
reconfiguration costs, and increasing the flexibility are general goals for communication systems in
Industry 4.0. Although some works have extended the Ethernet standard IEEE 802.3 to satisfy the
real-time requirements of industrial automation systems, the existing works have one or more of
the following drawbacks: poor scalability, insufficient self-configuration capabilities, or increased costs
due to their use of proprietary hardware. In this paper, we propose a Time-slotted Software-defined
Industrial Ethernet (TS-SDIE) for real-time Quality of Service (QoS) in Industry 4.0. The paper addresses
two key technologies of TS-SDIE, time synchronization and time slot-based packet switching. First,
we develop a precision time protocol-based link delay compensation mechanism to handle the delay
variance in networks. Precise synchronization is achieved at the microsecond level. Second, we design
a system architecture for time slot-based industrial switches with four modules responsible for time
synchronization, flow classification, time slot assignment, and packet forwarding, respectively. The
experimental results show that the switch delay and its jitter can be reduced to 12.2 µs and 0.12 µs,
respectively, for packets with a size of 100 B, which satisfies the requirements of time-sensitive
networking for industrial automation systems.

© 2019 Elsevier B.V. All rights reserved.

1. Introduction

Recently, with the development of advanced industrial tech-
nologies such as Cyber–Physical Systems (CPS) and the Industrial
Internet of Things (IIoT), Industry 4.0 was proposed to realize
intelligent manufacturing and smart factories [1,2]. The ultimate
goals of Industry 4.0 are to improve the level of automation
and production quality and to be able to meet the customized
demands from customers in shorter time intervals while using
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less energy consumption and fewer resources [3]. To implement
Industry 4.0, different production systems should be intercon-
nected to construct a distributed network horizontally, which
increases the scale and complexity of industrial automation sys-
tem sharply [1]. So, the trend of flexibility, reconfiguration, and
maintainability in industrial networks is unalterable. In addition,
real time and reliability are two key requirements in indus-
trial applications [3,4]. For example, many industrial applica-
tions (such as machine control, power generation, process control
and transportation) require timely message delivery, namely, real
time transmission. In the welding process of automobile pro-
duction line, symmetrical welding of a car body is effective to
minimize deformation. In the drilling and riveting process, two
robots work together to finish the process of drilling, sending
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nail, and riveting. The cooperative operation of these robots is
based on the command from the controller. At the moment, the
command transmission should satisfy the real time requirement.
Usually, the real time requirements of motion control systems
in automobile production lines are less than 1 ms and those
of process control systems in petrochemical fields are below
100ms [4]. Moreover, unreliable communication of sensor data
or control signal from production facilities would cause unpre-
dictable consequences. Hence, the main problem in Industry 4.0
is to establish a flexible, reliable real-time (RT) communication
system that requires less maintenance, less infrastructure, and
can be reconfiguration at less cost.

At present, Ethernet is widely used in industry as Ethernet can
connect all levels of a factory, which provides support for sys-
tems interconnection in Industry 4.0. However, current Ethernet
systems cannot satisfy the requirements of RT communication
system in Industry 4.0. Thus far, no real-time support is available
in standard IEEE Ethernet. This lack has led to the use of a
number of proprietary Ethernet modifications in industrial sys-
tems such as Profinet, EtherCAT, Powerlink, and Ethernet/IP [4].
Nevertheless, the existing Industrial Ethernet (IE) systems have
one or more drawbacks [5]. For example, almost all IE systems
require special hardware and have millisecond delivery time;
Profinet, EtherCAT, and Powerlink have single point of failure;
Powerlink has poor scalability; and Profinet and Ethernet/IP have
insufficient self-configuration capabilities. Currently, IEEE Time-
Sensitive Networking (TSN) [6] provides deterministic services
for industrial automation systems. Although TSN defines some RT
functions such as guaranteed message latency with a jitter less
than 1 µs, coexistence of real-time and non-real-time traffic, and
shared network infrastructure through higher-layer protocols, it
is still in being standardized. Moreover, TSN focuses only on the
RT demands of Industry 4.0.

Software-defined Networking (SDN) is a new network
paradigm for improving network performance by augmenting
network management, control and data handling capabilities [2,
7–9]. SDN’s features make it possible to gain a globally ori-
ented view of network management and control, which has
avoided the best effort and locally optimal transmission under
distributed control. Meanwhile, fine-grained data stream for-
warding rules govern the information flow from physical ports to
the application layers, which improve the accuracy of data trans-
mission. Furthermore, the unified data-forwarding plane makes
SDN-based networks scalable and the infrastructure shareable [1].
Therefore, SDN is an appropriate choice for establishing an RT
communication system for Industry 4.0.

Although SDN has been considered for industrial automation
networks in recent works, most of these studies analyze only the
applicability of SDN [10–13]. Thus, the following challenges still
exist in SDN based IE systems.

• Many private networks intended for different applications
exist in industrial fields, e.g., video surveillance, device con-
trol, and state awareness. A single controller makes it diffi-
cult to meet the sharply increasing computing requirements
for managing and controlling multiple data streams crossing
network domains [5].

• The centralized control logic provided by SDN is effective
for managing real-time services in IE, but the time delay
caused by the competition mechanism in traditional Eth-
ernet still exists [3,14], and has a huge impact on hard
real-time requirements.

• When the intend is to run different applications on shared
infrastructures, it is difficult to concurrently guarantee suf-
ficient bandwidth to data-intensive applications or upper-
bounded latencies to RT applications.

To address these challenges, this paper proposes a Time-
slotted Software-defined Industrial Ethernet (TS-SDIE) for real-
time Quality of Service (QoS) in Industry 4.0. The main idea
underlying TS-SDIE is to employ a time-aware shaper before
transmitting the packets. This concept is similar to the classical
Time Division Multiple Access (TDMA) protocol used in cellular
networks. Two key technologies, time synchronization and time
slot-based packet switching, are addressed. First, an enhanced
Precision Time Protocol (PTP) is proposed to realize precise time
synchronization. Second, the SDN controller discovers the net-
work topology and collects the various application requirements.
Then, it executes a time slot-based scheduling algorithm and
issues appropriate flow rules to switches. The switches allocate
the transmission time slots for different packets to match the flow
rules and forward packets at the precise time point.

The main contributions of this paper are summarized as fol-
lows:

• We provide a method to achieve highly accurate time syn-
chronization over IE. The proposed method does not require
the support of the hierarchical network structure and can
synchronize the network to approximately 2.5 µs within
one hop.

• We propose the TS-SDIE for RT QoS in Industry 4.0. Ex-
perimental results show that the switch delay can achieve
12.2 µs with a jitter of 0.12 µs, for packets with a size of
100 B.

The rest of this paper is organized as follows. Related work is
reviewed in Section 2. The basic concepts of TS-SDIE architecture
and problem analysis are introduced in Section 3. In Section 4, we
describe the enhanced PTP mechanism, and we propose the time
slot-based packet switching policy in Section 5. Section 6 presents
the experimental results. Finally, Section 7 provides conclusion.

2. Related work

SDN-based industrial systems and time-slotted systems have
been studied extensively in the literature. Enabling time-slotted
systems also requires scheduling data flows in a synchronized
manner. Hence, we divide the related studies into three cate-
gories: SDN-based industrial networks, TDMA-based SDN, and
time synchronization.

2.1. SDN-based industrial networks

Guck et al. [14] proposed an SDN-based QoS control frame-
work for industrial networks. To guarantee hard RT QoS, an
accurate network model is maintained through network calculus
that avoids control loops over forwarding and control planes and
reduces the time required to make routing and admission control
decisions. Li et al. [3] proposed a software-defined industrial
network for intelligent manufacturing that supports customized
production. This scheme adopts fixed routing paths and reserves
special logical links for real-time industrial communication trans-
mission. Wan et al. [1] also proposed a software-defined IIoT ar-
chitecture and described the interface for information exchange.
Both [3] and [1] discussed the basic problems that occur in
SDN-based industrial networks and their possible solutions.

Nonetheless, in [14], the link delay is still affected by queuing
delays in the priority based route planning mechanism; therefore,
it cannot provide guaranteed transmission delay levels. The re-
source reserve mechanism in [3] wastes resources and reduces
network utilization. Finally, [1] provides no description of RT
communication capabilities.
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2.2. TDMA-based SDN

Yang et al. [15] and Schweissguth et al. [5] introduced SDN-
based architectures that enable TDMA for wireless LANs and IE,
respectively. The object of [15] is to overcome the reduction in
network efficiency caused by exposed links and hidden links in
the Point Control Function of IEEE 802.11 standards. In [5], a real-
time industrial communication system was designed that avoids
the drawbacks of the current IE systems. Their key idea is similar
to ours, where the data flow accesses the network based on the
allocated time slots.

However, [15] does not solve any delay related issues. In [5],
the computational complexity of the single controller increases
sharply when the industrial network is scaled to the level of an
entire factory. Meanwhile, it utilizes the Network Time Protocol
for time synchronization which has a lower synchronization pre-
cision. Additionally, the TDMA-based Media Access Control (MAC)
scheme does not require the time synchronization of all switches.

2.3. Time synchronization

For TDMA based RT Ethernet systems, the PTP is usually
adapted to different applications [16]. For instance, Fontanelli
et al. [17] proposed a servo-clock model for long chains of trans-
parent clocks affected by uncertainty contributions, such as clock
timing noises, imperfect link delay compensation, variable data
rates, and packet losses. Xu et al. [18] presented a Kalman filter
based PI clock servo to compensate for the quantization errors in
the time stamping process of real-time networks with long paths.
This approach assumes that peer delays are constant and that
the asymmetry can be compensated. Giorgi et al. [19] designed
a Kalman filter-based clock servo to estimate the clock offset and
skew affected by uncertainties in time stamping [20].

Nevertheless, the current PTP-based time synchronization
mechanisms mostly focus on the design of a clock servo in
slave nodes, but they ignore the effects from intermediate node
interference [18,19]. Moreover, these schemes involve additional
communication overhead to maintain the tree structure based
network topology. In [17], the transparent clocks also need to be
synchronized with the master node, which increases the burden
of intermediate nodes for time-division-based channel access
networks.

3. TS-SDIE architecture and problem analysis

We begin this section with an overview of the TS-SDIE archi-
tecture, and then present a problem analysis for the design of TS-
SDIE. Finally, we propose key technologies to solve the problems
of TS-SDIE design. Table 1 gives some important abbreviations.

3.1. Overview of TS-SDIE architecture

TS-SDIE is inspired by the concept of SDN, which provides a
centralized way to control the access of network devices, and re-
moves the control functionality from network devices. As shown
in Fig. 1, TS-SDIE separates the control functionality from the data
plane. TS-SDIE consists of three planes. The application plane ab-
stracts the application requirements of networks, such as critical
hard RT controls, RT configuration and diagnostic, audio and video
stream, and bandwidth guarantee. The control plane manages the
interaction between the application plane and the data plane.
It controls the physical network, provides specific requirements
from the application plane, and issues the flow rules to the data
plane. The data plane is composed of network devices with no
control functionality that forwards data based on flow rules sent
from the control plane.

Table 1
Abbreviations.
Abbreviations Complete expression

TS-SDIE Time-slotted Software-defined Industrial Ethernet;
IE Industrial Ethernet;
RT Real-time;
CPS Cyber–Physical Systems;
IIoT Industrial Internet of Things;
TSN Time-Sensitive Networking;
SDN Software-defined Networking;
QoS Quality of Service;
TDMA Time Division Multiple Access;
PTP Precision Time Protocol;
MAC Media Access Control;
PHY Physical;
E2E End-to-End;
OS Operating System;
UDP User Datagram Protocol.

Industrial automation systems often need to manage col-
laborative action for devices that belong to different domains,
e.g., polishing and welding in automobile production lines. A
single controller is ineffective for satisfying the RT transmission
requirements of devices in different network domains. To over-
come this problem, we first divide the data plane of TS-SDIE into
several domains and assign a controller to each domain: namely,
a domain controller, as shown in Fig. 1. The domain division is
based on the functions of local network devices; for example,
one domain might monitor machinery equipment and another
domain might control industrial robot operations. All the domain
controllers connect to a master controller that is responsible for
resource management among the various domains. Each domain
controller is responsible for the resource management of devices
in its local domain.

For each application, the data plane is an abstraction of the
network devices that can provide a logically independent trans-
mission channel. In this way, developers can accelerate the design
of new applications by customizing the data transmission and
processing strategies. Industrial energy consumption can also be
reduced by optimizing the networks.

3.2. Problem analysis

Unlike the requirements for improving throughput in existing
SDN solutions, the primary demand of industrial networks in-
volves RT transmissions. We detail the end-to-end (E2E) network
delay in a decomposition similar to that presented in [21], as
shown in Fig. 2, as follows: (1) Tprocess: this time is determined
by the network protocol stack at the application layer and cannot
be externally altered; (2) Ttransmission/Treception: these are the times
required for the switch to respectively transmit or receive a
packet at the physical layer (PHY layer), and these times depend
on the packet size and the link rate; (3) Tpropagation: this is the time
required to transmit a packet from sender to receiver after it has
left the sender, and it depends on the distance between these
two devices; (4) Tqueue: this is the time incurred from waiting in
a packet queue for access to the transmit channel at the MAC
layer. From the above analysis, Tprocess is related to the operating
system, while Ttransmission/Treception and Tpropagation are constants that
have little impact on the E2E delay. However, the traditional
competition-based access mechanism at the MAC layer can cause
a larger delay jitter and further affect the E2E delay.

To address this problem, TS-SDIE adopts a time slotted data
plane that enables different devices connecting to the network
in different time slots. To make our method clearer, we utilize
an example to illustrate how the RT communication can achieve.
In the welding process of automobile production line, two robots
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Fig. 1. The TS-SDIE framework.

Fig. 2. Causes of E2E network delay.

perform symmetrical welding of a car body based on the closed-
loop control with the controller. These two robots are devices
that need to access the TS-SDIE. First, the application plane of
TS-SDIE abstracts the RT demand of these two robots and sends
the demand to the control plane. Then, the control plane specifies
the data flow rules based on the RT demand and current network
state, and issues the flow rules to the data plane. Finally, the data
plane transmits the data from these two robots at specified time
slots. This approach eliminates queuing delay because no two
flows contend for access to a network link.

3.3. Key technologies

We use an intuitive comparison to illustrate the benefits
brought by TS-SDIE, as shown in Fig. 3. The existing IE systems
can be divided into three categories [22]. In class 1 (Ethernet), RT
services transmit data via User Datagram Protocol (UDP) which
achieves RT performance in the range of 100 ms. In class 2 ( IE
systems built on the top of Ethernet), RT services are achieved by
adding a scheduling entity above the Ethernet link layer, and the
achievable RT performance is close to 10 ms. In contrast, class 3
systems can achieve an RT performance below 1 ms by modifying
the Ethernet link layer using schemes such as scheduling meth-
ods. These IE systems transmit RT data in best-effort manner,
strict priority, and scheduling, respectively. Hence, congestion
still exists, especially when data types and traffic increase sharply.
In addition, the control and data planes are coupled, which in-
creases the complexity of network reconfiguration, maintenance,
and expansion.

Compared with existing IE systems, TS-SDIE decouples the
control plane and data plane. The proposed two-layer controller
architecture solves the problem of poor scalability of existing
IE systems. The unified time-slotted physical devices in TS-SDIE
make the network scalable and reconfigurable. Shared data plane

reduces the cost of using proprietary hardware. Because no chan-
nel contention occurs, the time slotted forwarding rules can
achieve higher RT performance.

To implement TS-SDIE on off-the-shelf Ethernet devices, two
key technologies need to be addressed. TS-SDIE requires that the
data flows must accurately access the networks in designated
time slots, i.e., TS-SDIE needs to implement time synchronization
between the source nodes of data flows and the border access
devices. Consider the scenario that we do not have time synchro-
nization, the data flows access the switch disorderly. The channel
competition still exists. Next, time-slot based packet switching
needs to be designed for TS-SDIE’s data plane. In the next two
sections, we elaborate on these two key technologies.

4. Enhanced precision time protocol

Time synchronization is important for TS-SDIE. Because PTP
has been widely used in IE systems, we also adopt PTP to enable
high accuracy time synchronization [23].

Standard PTP utilizes four packets to transmit four times-
tamps: t1, t2, t3, and t4, as shown in Fig. 4. It assumes that
the E2E delay in both directions is symmetric. Then the offset
between the master and slave clock is given by

θ = [(t2 − t1) − (t4 − t3)]/2. (1)

Obviously, this assumption is incompatible with the asym-
metry that exists between the uplink and downlink in current
devices. In tree-based networks, the synchronization error ac-
cumulates as the distance between the leaves and the master
increases, because the forwarding delay is uncertain in PTP de-
vices. Although frequent synchronization is effective for improv-
ing the synchronization precision, it also causes a dramatic in-
crease in communication traffic. To improve the synchronization
accuracy and reduce the communication overhead, we propose
an enhanced PTP with link delay compensation.

In this section, we describe how we compensate and amend
the link delay and this method’s compatibility with traditional
PTP. Table 2 gives some important notations.

4.1. Link delay compensation

Standard PTP utilizes the forwarding nodes to measure the
ingress–egress message latency for Sync and Delay-Req packets
in forwarding nodes. Then, it compensates for the latency in
the slave clock. However, the clock error between the master
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Fig. 3. Comparison with existing IE systems. IRT is the abbreviation for isochronous RT. IRT requires strict time synchronization for motion control and other
applications.

Fig. 4. An enhanced PTP-based message exchange.

node and forwarding nodes has a negative impact on the latency
calculated by the forwarding nodes. For a hierarchical topology,
the communication delay accumulates as the number of hops
increase, which eventually interferes with the synchronization
process.

PTP has also been extensively used in existing industrial con-
trol and monitoring devices. These PTP devices do not undertake
any packet transfer task, but they need to synchronize cross TS-
SDIE. In other words, traditional PTP devices and TS-SDIE physical
devices coexist in the industrial field. Hence, compatibility is an
important aspect of the PTP design for TS-SDIE.

To preserve compatibility with traditional PTP, we also utilize
the forwarding nodes to measure the forwarding delay and com-
munication delay between two adjacent nodes. Then, we divide
the enhanced PTP into two parts, which respectively compensate
for the forwarding delay and the communication delay.

As shown in Fig. 4, forwarding node i records the times at
which it receives and sends the Sync packet, namely, TS ia and
TS il , respectively, and the times at which it receives and sends
the Delay-Req packet, namely, TDi

a and TDi
l, respectively. Then, it

calculates the forwarding delay as follows:

dTimei = T i
l − T i

a, (2)

where for the Sync packet, T i
a and T i

l denote TS ia and TS il , respec-
tively, and for the Delay-Req packet, T i

a and T i
l denote TDi

a and TDi
l,

respectively.

Similarly, in Fig. 4, the communication delay for transmitting
the Sync and Delay-Req packets between two adjacent nodes are

lDelaySi−1,i = TS ia − TS i−1
l , (3)

lDelayDi−1,i = TDi−1
a − TDi

l. (4)

It is obvious that the measurement accuracy of the forwarding
delay is relevant to the consistency of the clock rates of the
forwarding node and the master. When the consistency error of
the clock skews is too large, calculating the forwarding delay will
result in a much larger error. The calculation error of commu-
nication delay is relevant to both the clock offset between two
adjacent nodes and the consistency between the clock rates of
the forwarding node and the master. Therefore, it is necessary to
amend these two delays. Though PTP has deemed it necessary
that the adjustment of the residence time and the estimation
of the ratio of the master and local clock rates, none relevant
technologies have been proposed.

We denote the estimate of clock offset between the adjacent
nodes i and i − 1 as Ôi−1,i, and the estimate of the relative
clock rate of the master–slave clocks as α̂0,i. Hence, the amended
forwarding delay and communication delay satisfy the following:

d̂Timei =
(
T i
l − T i

a

)
α̂0,i, (5)

ˆlDelayS i−1,i = (TS ia − TS i−1
l + Ôi−1,i) · α̂0,i, (6)
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Table 2
Notation definitions.
Symbol Definitions

θ The offset between two nodes;
TS ia The time that node i receives the Sync packet;

TS il The time that node i sends the Sync packet;

TS i−1,k
l The time that node i − 1 sends the kth Sync packet;

TS i,k
a The time that node i receives the kth Sync packet;

TS i−1
l The mean of TS i−1,k

l ;
TS i−1

a The mean of TS i,k
a ;

TDi
a The time that node i receives the Delay-Req packet;

TDi
l The time that node i sends the Delay-Req packet;

dTimei The forwarding delay of node i;
lDelaySi−1,i The communication delay of Sync packet;
lDelayDi−1,i The communication delay of Delay-Req packet;
d̂Timei The amended forwarding delay;
ˆlDelayS i−1,i The amended communication delay of Sync packet;
ˆlDelayDi,i−1 The amended communication delay of Delay-Req packet;

τi(t) The time of node i;
αi The clock rate of node i;
βi The clock offset of node i;
αi−1,i The relative clock rate of nodes i and i − 1;
βi−1,i The relative clock offset of nodes i and i − 1;
Oi−1,i The clock offset of nodes i and i − 1;
α̂i−1,i The estimation of relative clock rate;
β̂i−1,i The estimation of relative clock offset;
Ôi−1,i The estimation of clock offset of nodes i and i − 1.

ˆlDelayDi,i−1 = (TDi−1
a − TDi

l − Ôi−1,i) · α̂0,i. (7)

The sum of the amended forwarding delay and communication
delay should be added to the correctionField of the corresponding
Follow_Up and Delay_Resp packets. For the slave clock, it com-
putes the clock offset to synchronize with the master in the
same manner as in IEEE 1588. The detailed process is no longer
repeated here. Next, we detail the high accuracy estimation of the
relative clock parameters Ôi−1,i and α̂0,i.

4.2. Relative clock parameters estimation

Each node’s time τ (t) is obtained by counting the output pulse
of an internal crystal oscillator. Due to the hardware manufactur-
ing process and environmental interference, the timing rates of
τ (t) and the absolute time t are different. For the convenience of
analysis, τ (t) is always modeled as an increasing function of t , as
given by [24]:

τi(t) = αit + βi, (8)

where αi and βi are the clock rate and offset, which determine
the clock speed and the initial synchronization error, respectively.
The times of two adjacent nodes (e.g., i and i − 1) satisfy the
following relationship:

τi−1(t) = αi−1,iτi(t) + βi−1,i, (9)

where αi−1,i = αi−1/αi denotes the relative clock rate of nodes i
and i − 1, and βi−1,i = βi−1 − αi−1,iβi denotes the relevant clock
offset.

Relative clock rate estimation has been applied in many pro-
tocols to adjust the offset that accumulates over time and reduce
the communication overhead. In the hierarchical synchronization
mechanism, each node synchronizes with its upper layer node
and finally synchronizes with the master clock. That is, this mech-
anism constructs a chain of clocks along the communication link
from the slave clock to the master clock. Similarly, estimating
the relative clock rate at a higher precision results in a higher

synchronization precision. However, the clock errors in this chain
of clocks have a negative impact on the relative clock rate of
the master–slave clocks. The error is magnified at each hop,
ultimately leading to exponential error proliferation.

To overcome this problem, we estimate the relative clock rate
of the master–slave clocks directly without synchronizing the
slave clock with the forwarding node. The independent relative
clock rate estimation is not influenced by the clock errors in the
chain of clocks along the communication link. Next, we detail the
estimation of the relative clock rate.

As shown in Fig. 4, the forwarding node i records the time of
receiving and sending the Sync packet, respectively, namely, TS ia
and TS il . From Eq. (8), there is a linear relationship between two
clocks. Here, we adopt a linear regression method to estimate the
relative clock rate,

α̂i−1,i =

∑N
k=1

(
TS i−1,k

l − TS i−1
l

)(
TS i,k

a − TS i
a

)
∑N

k=1

(
TS i,k

a − TS i
a

)2 , (10)

where i denotes the downstream node, TS i−1,k
l denotes the time

of the kth Sync packet leaving node i − 1, TS i,k
a denotes the time

of the kth Sync packet arriving at node i, TS i−1
l and TS i−1

a are the
means of TS i−1,k

l and TS i,k
a , respectively, where k = 1, 2, · · · ,N .

The relative clock rate for any node i that is i hops away from
the master node 0 is α0,i = α0/αi. Based on the relative clock
rate definition, the relative clock rate of the master–slave clocks
satisfies the following iterative equation:

Π i
k=1α̂k−1,k=α̂0,1 · α̂1,2 · · · α̂i−2,i−1 · α̂i−1,i=α̂0,i, (11)

α̂0,i=α̂0,i−1 · α̂i−1,i. (12)

Based on the obtained relative clock rate, we can estimate the
clock offset between any two nodes, which further improve the
synchronization accuracy.

From Eq. (8), the clock offset of nodes i and i − 1 is

Oi−1,i = (αi−1 − αi) t + βi−1 − βi = αo,iτi(t) + βo,i, (13)

where αo,i = (αi−1 − αi)/αi denotes the relative rate regarding
the time offset and τi(t), βo,i = βi−1,i denotes the relevant clock
offset, and Oi−1,i = τi−1(t) − τi(t).

From Eqs. (10) and (13), we have

α̂o,i = α̂i−1,i − 1, (14)

β̂o,i = TS i−1
l − α̂i−1,iTS ia. (15)

Thus, upon receiving the Sync packet, node i estimates its clock
offset relevant to node i − 1, namely,

Ôi−1,i =
(̂
αi−1,i − 1

) (
TS ia − TS ia

)
+

(
TS i−1

l − TS ia
)

. (16)

Then, the relative clock parameters Ôi−1,i and α̂0,i can be ob-
tained by Eqs. (12) and (16), and the obtained delays are modified
using Eqs. (5)–(7). In this way, the slave clock synchronizes with
the master clock directly without being affected by the error
caused by the forwarding nodes.

4.3. Compatibility

Compared with the standard PTP, the enhanced PTP must
transmit the relative clock rate and the packet sending time of
the local node. By analyzing the message format, we can see that
several reserved fields exist in the message header, i.e. a 4-byte
reserved field and a 1-byte reserved field.

We adopt the 4-byte reserved field in the message headers
of the Follow_Up, Delay_Resp and Sync packets to transmit the
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Fig. 5. Time slot-based forwarding.

leaving time of the Sync packet, the arriving time of the Delay_Req
packet, and the relative clock rate, respectively. Here, the message
IDs of the Follow_Up and Sync packets and the Delay_Resp and
Delay_Req packets should remain consistent. Finally, the offset
calculation and compensation used in enhanced PTP are the same
as those used in standard PTP.

5. Time slot-based packet switching

The design of time slot-based Ethernet devices is a core aspect
for achieving the packet scheduling based on the time slot in TS-
SDIE. As shown in Fig. 5, a time-slotted Ethernet device includes
four modules: flow rules matching, time synchronization, time
slot allocation, and time slot-based forwarding. The flow rules
matching module processes the incoming data flow according to
the flow rules from the controller; then, it puts corresponding
flows into different queues. The time synchronization and time
slot allocation policy modules determine when and how the
data flows access the network, namely, time slot-based forward-
ing. The idea of modularization used in the design of a TS-SDIE
physical device implements programmable data communication.
Meanwhile, the forwarding rules can change dynamically to meet
various QoS requirements.

In TS-SDIE, the border switches determine the access of data
flows. First, border switches and clients generating the data syn-
chronize to the master clock in enhanced PTP. Then clients can
achieve time synchronization with the border switches. The mas-
ter clock can be the controller or some other time sources. Sec-
ond, the border switches assign time slots and the start transmis-
sion time to different clients. Clients access to TS-SDIE based on
the distributed rules.

As shown in Fig. 5, the border switch controls the flows based
on the time and the schedule. Each queue is defined within the
schedule. When the packets in a queue are forwarding during
scheduled time windows, other queues will typically be blocked,
thus eliminating the chance of a scheduled flow being impeded
by an unscheduled flow. This means that the delay through each
switch is deterministic, which means that TS-SDIE can guarantee
the message delay.

Formally, the time slot size is important in controlling the
communication traffic of the clients. A long time slot can accom-
modate multiple packets, while a short time slot provides fine-
grained traffic control. The typical time slot size is 2 ms∼10 ms

Fig. 6. Mismatched time slots.

[15]. In our design, the minimum time slot size can achieve 10 µs
based on considering the RT demand. Therefore, it is necessary to
synchronize the network within several microseconds, which our
enhanced PTP can achieve.

Next, we describe the time slot operation policy and the
schedule design.

5.1. Time slot operation

The common control policies for time slots consist of four
parts: polling, priority, guard, and reservation.

Competition- and priority-based access mechanisms introduce
congestion in queues, resulting in long-term channel occupation,
which has a negative impact on load balancing and real-time
guarantee. However, polling is an effective way to ensure fairness.
Therefore, we utilize a polling-based method to control data flows
access. As shown in Fig. 5, we divide the time into periodic
frames. Then, each frame is further divided into some number
of time slots. In this way, each data flow has the opportunity to
access TS-SDIE in different frame cycles based on its RT demand.

For packets in the flow from a single client, we can assign
priorities to different packets to support finer-grained QoS. Sup-
pose that we allocate three time slots (1, 2, 3) to a client, and
all the packets in that client’s data flow can be transmitted in
those three time slots. Then, packets with a higher priority will
be transmitted earlier, and packets with the same priority will
be transmitted in a FIFO (first in first out) manner. The TS-SDIE
controller determines the packet priorities by referencing the QoS
requirements.

Based on the time slot allocation rule, a client transmits its
data at time

T s
K = T0 + K × S, (17)

where T0 is an arbitrary time, K is the index of a time slot, and S is
the size of the time slot. As shown in Fig. 6, with the existence of
time offset between the client and the border switch, the transmit
time between the client and the border switch is unmatched. The
current packet transmission will take place in the following cycle,
namely, increasing the forwarding delay of the real-time packet.
In addition, if the packet transmission is not completed in the
current time slot, it will affect subsequent packet transmissions
for other clients, as shown in Fig. 6. Therefore, a guard window
tguardWindow is required before the transmission starts a new flow.
A large guard window will reduce the bandwidth utilization;
consequently, we set tguardWindow = S in our design, as shown in
Fig. 5.

The design described above solves the problem of fairness and
interference for periodic data. It should be noted that the data
types in industrial systems are often known. So, the flow rules
in the switch can be predefined. Flow rules matching module
processes the data flow directly. Now, the problem that obtaining
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global view in SDN systems affects the RT property is solved in
TS-SDIE. For sporadic data with critical hard RT demand, the con-
troller will redesign and redistribute the schedule policy, which
will introduce additional computing and communication over-
head and delays. To solve these problems, we reserve time slots
for sporadic data at the end of the cycle without disturbing the
other flows, as shown in Fig. 5. The number of reserved time slots
is determined by the controller by referencing the corresponding
application.

5.2. Scheduling method

The design of a scheduling method involves finding an appro-
priate route and a time slot configuration for each flow.

The number of time slots for each flow is set according to the
corresponding requirement parameters, e.g., the communication
traffic or packet number. This configuration guarantees that the
sender can transmit all the packets for a single data interval in
the allocated time slot. To avoid packets accumulating in the
queue and to ensure that all the data packets are sent in their
allotted time slots, the time interval during which the application
generates data packets and the cycle period of time slots should
satisfy the following:

tcycleSlot ≥ min tdataInterval, (18)

where min tdataInterval denotes the minimum value of the time
interval.

6. Experimental results

We demonstrate the feasibility and benefit of TS-SDIE with
experiment. The testbed of TS-SDIE consists of a controller, a
switch, and two clients. The controller is a Dell server based on
the POX framework. The compile environment supports Python
2.7 or above. The switch and clients are three multicore net-
work processors (Cavium OCTEON CN68XX). The switch has two
operating systems (OS): A Linux OS takes charge of the commu-
nication with the controller and receiving the flow table rules,
and SE OS takes charge of querying the flow table and forwarding
the packets. The communication channel between the controller
and the switch uses the POF protocol [25]. For the clients, one is
responsible for collecting and sending packets and delay statistics,
while the other one is responsible for receiving packets.

The remaining parts in this section detail the performance
analysis of the enhanced-PTP and TS-SDIE.

6.1. Enhanced PTP

We use the time offset to evaluate the synchronization accu-
racy: the time offset describes the difference between the master
clock and the slave clock. Because our goal is to synchronize all
devices to the same master, the offset value is the synchroniza-
tion error. We set the size of the regression table to N = 10
considering the memory overhead and guaranteed computational
precision, and we set the time synchronization period to T =

2−4 s. Then, we observe and analyze the synchronization pre-
cision of the enhanced PTP mechanism based on the collected
data.

We first compare norm PTP with the enhanced PTP under
one hop. Here, the switch functions as the master clock, and
the client is the slave clock. The maximum synchronization error
of the norm PTP is approximately 100 µs. Here, to reduce the
development cost, the timestamp of each incoming or outputting
packet is added in the driver layer rather than the PHY–MAC
interface. The synchronization error of enhanced PTP is several

Fig. 7. Time synchronization errors of enhanced PTP and norm PTP under
different hops.

microseconds due to the compensation of link delay. The mean
value of maximum offset is 2.5 µs.

In the performance evaluation of enhanced PTP under differ-
ent hop numbers (i.e., 1, 2, 3, 4, and 5), we set another two
Conemtech DK5 development kits as the master and slave clocks,
respectively. The TS-SDIE switch is a COMPEX WP546HV, and
message exchange is realized through TS-SDIE. Then, we used the
Saleae Logic 16 logic analyzer to collect the output second-pulses
from the master and slave node clocks. We used Matlab to process
and analyze the collected data.

Fig. 7 shows the performances of the two methods under
different hops. Obviously, the synchronization error of norm
PTP without compensation is seriously affected by the forward-
ing nodes’ clocks. In contrast, enhanced PTP with compensation
compensates for the forwarding delay and communication delay
based on the relative clock rate between the forwarding node and
the master; thus, it avoids the interference from local clocks and
achieves time synchronization at the microsecond level.

6.2. TS-SDIE

Packet transmission delay and delay jitter are two important
metrics of RT QoS [4–6]. In this section, we conduct an exper-
iment using these two metrics to illustrate the feasibility and
effectiveness of TS-SDIE. During the experiment, considering the
synchronization precision, we set the time slot size to 10 µs and
set the cycle period to 10 ms.

First, we compare the performance of a time slot operation
with a guard window for a single flow. The packet size is set to
100 B, and the data rate is 100 kpps. As shown in Fig. 8, without
a guard window, mismatched time slots occur frequently, which
further affect the packet transmission delay. However, with the
guard window, packet transmission does not need to wait for
an idle channel, and the switch forwards the packet quickly.
Fig. 9 shows stable packet transmission with a guard window. The
mean values of the forwarding delay and its jitter are 12.2 µs and
0.12 µs, respectively. In the following experiment, we provide a
guard window for each flow.

Second, we conduct an experiment to illustrate the properties
with different packet sizes and background traffic. As shown
in Fig. 10, the packet sizes are 100 B, 200 B, 500 B, 1000 B,
and 1500 B, respectively, and the data rate is 100 kpps. As
the packet size increases, the mean value of forwarding delay
presents a linearly increasing trend. It is common for the packet
transmission time to be proportional to the packet size given a
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Fig. 8. Delay and jitter of the packet transmission without a guard window.

Fig. 9. Delay and jitter of the packet transmission with a guard window.

Fig. 10. Delay and jitter of the packet transmission with different packet sizes.

constant bandwidth. The mean jitter value is almost stable, which
demonstrates the stability of the packet transmission.

In Fig. 11, we varied the background traffic among 50 kpps,
100 kpps, 200 kpps, 500 kpps, and 1000 kpps. The packet size of
the flow and background traffic is 500 B, and the flow data rate
is 100 kpps. The results show that the delay and jitter remain
almost the same(approximately 14 µs and 0.078 µs, respectively)
because the flow and background traffic transmissions occur in
different communication channels. Therefore, there is no risk of
interference for flow transmission.

Fig. 11. Delay and jitter of the packet transmission with different background
traffic.

Table 3
Measurement results for different flows (in µs).
Flow name Type Mean value Standard deviation

Flow1 Delay 14.056 0.216
Jitter 0.172 0.160

Flow2 Delay 14.054 0.215
Jitter 0.169 0.159

Flow3 Delay 14.056 0.216
Jitter 0.167 0.158

Flow4 Delay 14.098 0.232
Jitter 0.196 0.176

Flow5 Delay 14.076 0.223
Jitter 0.176 0.163

Finally, Table 3 shows the performance when multiple flows
are accessing the network. The packet size of each flow is the
same as 500 B, and the data rate is 100 kpps. As shown in Table 3,
the forwarding delay is stable; however, the jitter here varies
slightly from that in Fig. 10 because the transmission of multiple
flows increases the process time uncertainty in the switch.

These experimental results indicate that TS-SDIE can pro-
vide a guaranteed message delay with the jitter satisfying the
requirement of TSN.

7. Conclusion

In this paper, we proposed TS-SDIE, a Time-slotted Software-
defined Industrial Ethernet (TS-SDIE) for RT communication. TS-
SDIE provides communication channels for different applications
that do not interfere with each other, which guarantees the
forwarding delay for RT data. Additionally, we designed an en-
hanced PTP to achieve precise synchronization. The enhanced PTP
compensates for the link delay based on the relative clock rate
obtained in an independent channel, thus avoiding the interfer-
ence from polluted local clocks. Extensive experimental results
demonstrate the TS-SDIE’s effectiveness.

There are multiple future research directions. First, we plan to
devise a routing and scheduling mechanism that satisfies all the
flow constraints. Second, considering a factory with many subnets
for different applications, it would be interesting to devise a
control plane that considers RT operational requirements.
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