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77 Research Background - -
- Sentiments about a product (7= /i B 15 18 #1)
- Extraction of attributes of a product (7= i ))& 1 i HR)
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Research Background . -
(from Bing Liu)

“Opinions” are key influencers of
behaviors.

Our perceptions of reality and decisions
of action are largely conditioned on how
others see the world or their experiences.

—> opinion mining
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4 Research Background - —-
‘Movie: is this review positive or negative?

'Products: what do people think about the
new iPhone?

Public sentiment: how is consumer
confidence? Is despair increasing?

Politics: what do people think about this
candidate or issue?

Prediction: predict election outcomes or
market trends from sentiment
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What is an opinion?

1) A view or judgment formed about
something, not necessarily based on
fact or knowledge.

-

2) According to (Wiebe et al., 2005):

“Subjective expressions are words and
phrases being used to express opinions,
emotions, evaluations, speculations, etc.
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7 Research Background

[
Y, - -

Two kinds of information on the Web:

- Factual Information: entity, relation, event.
- Subjectivity information: opinions.

“I bought an 1IPhone a few days ago. It is such a nice phone.
The touch screen is really cool. The voice quality Is clear
too. It Is much better than my old Blackberry, which was a
terrible phone and so difficult to type with its tiny keys.
However, my mother was mad with me as | did not tell her

before | bought the phone. She also thought the phone was
too expensive, ...”

The 15t sentence is a fact, the 2, 3,4 and 5 are opinions. They are
—positiveforthe iphone. S
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Explicit and Impl'iéit Opinion

An explicit opinion on feature f is an opinion
explicitly expressed on f in a subjective
sentence.

“The voice quality of this phone is amazing.”

An implicit opinion on feature f is an opinion
on f implied in an objective sentence.

“The earphone broke in two days.”

—_—
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Explicit and Implicit Aspects

Explicit aspects: Aspects explicitly mentioned
as nouns or noun phrases in a sentence.

"The picture quality is of this phone is great.”

Implicit aspects: Aspects not explicitly
mentioned in a sentence but are implied.

“This car is so expensive.” price
“This phone will not easily fit in a pocket. size

—_—
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Two types-of opinions = —~
Regular opinion implicit }

“the touch screen is really cool” EEIILIE

“after taking the drug, my pain has gon
Feature: the effect of the drug

Sentiment: positive. im_pl_icit
: opiInion
“The earphone broke in two days.” ;

Comparative opinion
"It is much better than my old Blackberry”
expresses a relation of similarities or differences
between two or more objects(features)
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Model of an Opinion:
/ Opinion Representation

An opinion is a quintuple (Oj, Fjk, Sijkl, Hi, TI):

Where

 Oj: Is an object, a target entity.

* Fijk : 1s a feature of an object Oj, or an aspect of a
target entity O;

 Sijki: the sentiment value of the opinion from opinion
holder Hi on feature Fjk of object Oj at Time Ti. The
value of S is neg.(-), pos.(+), neu, or more granular
ratings.

 Hi: Is an opinion holder

* Ti:1sthe time when opinion expressed.
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Example”™— — <« —

-

“I bought an IPhone a few days ago. It is such a_nice
phone. The touch screen is really cool. The voice
quality Is clear too. It is much better than my old
Blackberry, which was a terrible phone and so
difficult to type with its tiny keys. However, my
mother was mad with me as | did not tell her before |
bought the phone She also thought the phone was

too exoenswe

D

D
D
D

none, ? , nice +, I, t) <

None, touch screen, cool+, I, t)
none, voice quality, clear+, I, t)

none, pricel—expensive -, my mother, t) B
Implicit
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/- Tasks of opinion extraction- —
Simplest task:

Is the attitude of this text positive or
negative? -> sentiment classification

More complex:
Rank the attitude of this text from 1 to 5
- ranking problem

Advanced:

Detect the target, source, or complex
attitude types - information extraction

—_—
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Sentiment Classification

Document-level sentiment classification

Sentence level sentiment classification

—_—
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7~ Document-Level Sentiment- -
Classification

Assumption: d expresses opinions on single
object o and the opinions are from a single

holder h.

Task: given a quintuple (o, f, so, h, t), where
f = oand h, t are assumed to be known or
irrelevant, find the value of so.

Methods:
supervised learning & unsupervised learning.

—_—
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-~ Classification basedon . - _

supervised learning
Models:

Naive Bayesian, Support Vector Machines

Features:

Terms and their frequency: n-gram and their counts.

Part of speech tags: adjectives are important indicators
for subjectivities and opinions.

Opinion words and phrases: wonderful, poor, hate,
like, ...

Syntactic dependency: features generated from parsing
or dependency trees are also used.

Negation: change the opinion orientation.
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Classification based on  _ .
unsupervised learning

Stepl: Extracts phrases containing adjectives or
adverbs.

Step2: Estimates the orientation of the extracted
phrases using

Pr(rerm, ~ rerm
PMI (rerm, . termn, ) = logz( ( 1 >) ]

Pr(rerm, ) Pr(rerm,)
oo(phrase) = PMI(phrase, “excellent”) — PMI(phrase, “poor”™).
Step3: Computes the average oo/so of all phrases in

the review, and classifies the review as positive or
negative.
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_“About PMI- (pomtwrse mutual .
information 5 515 &)

Evaluate the relevance between two variables.

ST A S, A, AR 2 ) O

pxy) _,  pEly) _, px)
PMI(x:y) = log pX)P(y) ~log px) o8 p(y)

If X and y relevant, the joint probability p(x,y) will be much
larger than chance P(x)P(y) and PM I(x,y) >>0.

If X and y not relevant, then PMI(x,y) =0
If X and y are in complementary distribution, then PMI(x,y) <<0
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Example forPMI— -

Count (w, context)
computer data pinchresult sugar

apricot 0 0 1 0 1
pineapple 0 0 I 0 1
digital 2 Jh 0 Ik 0
informatior 1 6 0 4 1

p(w=information, c=data) = 6/20=.3
p(w=information) = 12/20=.6
p(c=data) = 7/20=.35
P(w=information,c=sugar)=1/20=0.05
P(c=sugar)=3/20=0.15

PMI (information,data) = log 0.3/ (0.6*0.35)=log 1.43=0.15
PMI(information,sugar)= log 0.05/(0.6*0.15)=log 0.55= -0.26
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-~ Document-Level Séntiment-
Classification

/4

Advantage:
Coarse-grained analysis

Detection of a general sentiment trend of a
document

Problems:

Different polarities towards different features, e.g.
This film should be brilliant. The characters are
appealing. Stallone plays a happy, wonderful man.
His sweet wife is beautiful and adores him. He has a
fascinating girt for living life fully. It sounds like a
great story, however, the film is a failure.

—_—
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Sentence-Level Classification

Task: Given a sentence s, two sub-tasks
are performed:

1. Subjectivity Classification: Determine
whether s is a subjective sentence or an
objective sentence.

2. Sentiment Classification: If s is a
subjective sentence, determine whether it
expresses a positive or negative opinion.
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Sentence-Level Classification

Advantage:

More specific than document-level

analysis

The results can be reused as input for

document-level classification
Problems:

Multiple sentiment expressions with
different polarities, e.q. 7The very brilliant
organizer failled to solve the problem.
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~Bo Pang, Lillian Lee, and Shivakumar,Vaithyanathan. 2002. Thumbs ug? =
#7" sentiment Classification using MachineLedfning Techniques. EMNLP-
2002, 79—86.
Bo Pang and Lillian Lee. 2004. A Sentimental Education: Sentiment Analysis
Using Subjectivity Summarization Based on Minimum Cuts. ACL, 271-278
Bo Pang and Lillian Lee, Seeing stars: Exploiting class relationships for sentiment
categorization with respect to rating scales, Proceedings of ACL 2005

.

Sentiment Classification in Movie Reviews
(a baseline algorithm)
“Polarity detection:
s Is an IMDB movie review positive or negative?
"Data: Polarity Data 2.0:

e http://www.cs.cornell.edu/people/pabo/movie-
review-data
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Sentiment Classification in Movie Reviews

percentage of
documents
where the two
sentiments were
rated equally

Fig.1: human-based classifier
Fig.2: a list of seven positive and seven negative words

it is worthwhile
Proposed word lists to explore corpus-based cy | Tie
Human 1 | positive: dazzling, brilliant, pherne., techniques, rather than relying 75%

negative: SHCk, tﬁ'ﬂ“iblﬁ, {I-Wf’lﬂf, H'TE’L‘! on prlor |ntu|t|0ns’ to select

Human 2 | positive: gripping, mesmerizing, 74 good indicator features and to
awesome, thrilling, badass, e : . .
negative: bad, cliched, sucks, borin perform sentiment classification

in general.

39%

Figure 1: Baseline results for human word lists. Data: 700 positive and 700 negative reviews.

Proposed word lists Accuracy | Ties
Human 3 + stats | positive: love, wonderful, best, great, superb, still, beautiful 69% 16%
negative: bad, worst, stupid, waste, boring, ¢, !

ire 2: Results for baseline using introspection and simple statistics of the data (including test ds
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What are the
Features #of | frequency or | NB | ME tgﬂntﬂ: Zf;:r:)r?\z?gs?
features | presence? ]
(1) unigrams 16165 fre. 87| NA| 728
(2) unigrams " pres, 810 | 804 | 82.9
(3) | unigrams+bigrams | 32330 pres. 8.6 | 80.8 | 827
(4) bigrams 16165 pres. 3| T4 T
(5) | unigrams+POS | 16695 pres, 815 | 804 819
(6) adjectives 2633 pres. 0| 7T Thl
(7) | top 2633 unigrams | 2633 pres., 80.3 | 810 | 81.4
(8) | unigrams+position | 22430 pres. 81.0 | 80.1 | 81.6

Figure 3: Average three-fold cross-validation accuracies, in percent. Boldface: best performance for a given

setting (row). Recall that our baseline results ranged from 50% to 69%.
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Baseline Conclusion

"Unigram as features are better,
especially of top unigrams.

'Feature frequency are not better than
presence.

Part of speech does not help a lot in
sentiment analysis.

“Adjectives does not help a lot.
"SVM is better than other classifiers.
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Advanced Task — -

“Identify the targets of opinions, i.e.
Entities and their aspects, or object and
their features.

"Reasons:

o Without knowing targets, opinions are
of limit use.

e Target-opinion pair: more precise, more
useful.

o Implicit, missing features or targets:
more difficulty task.
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Opinion Extraction

An opinion Is represented as a quintuple (Oj, Fik, Sijki, Hi, T1):

Where:

« Oj: Is an object, a target entity. named entity extraction +

* Fik: Is a feature of an object Oj, or an aspect of a target
entity Oj information extraction

 Sijki: the sentiment value of the opinion from opinion
holder Hi on feature Fjk of object O;j at Time Ti. The value
of S is neg.(-), pos.(+), neu, or more granular ratings.

 Hi: is an opinion holder information/data extraction

« Ti:is the time when opinion expressed. information/data
extraction

v'Co-reference Resolution

v'Synonym Match (voice = sound quality)

Lecture of Web-based IE
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Steps of-Opinion"Mining

1. Source the data, e.g., reviews, blogs, etc

(1) Crawl all data, store and search them,
or (2) Crawl only the target data

2. Extract the right entities & aspects

Group entity and aspect expressions,
Moto = Motorola, photo = picture, etc ...

3. Aspect(feature)-based opinion mining

Discover all quintuples (Store the quintuples in
a database)

Lecture of Web-based IE
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Aspect:bas‘ed-Opinign'IVﬁning —

Object-specific: reviews for some
known entities or events. Reviewers
simply express positive and negative
opinions on different aspects of the
entity.

Object unknown: for blogs, forum

discussions, both entity and aspects are
unknown.

Four methods will be discussed.

Lecture of Web-based IE
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Hu and Liu, 2004#M. H#"and.B, Liu, “Mining and
sammarizing cuStomer reviews,” Proceedingssef thé

ASpECt eXtraCt|On (1) ACM SIGKDD Conference on Knowledge Discovery

and Data Mining (KDD), pp. 168-177, 2004.

A frequency-based approach (Hu and Liu,
2004): nouns (NN) that are frequently talked
about are likely to be true aspects (called
frequent aspects) .

Why the frequency based approach?

Different reviewers tell different stories.

When product aspects/features are discussed, the words they
use converge.

They are the main aspects.
How to find frequent nouns and noun phrases?

POS tagger + TF(ir41)-IDF (% SCAZ AT =)
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7~ Aspect Extraction(1): Two-steps ~——

Step 1: Finding frequent nouns and
noun phrases. —-> many noises

Step?2: Finding infrequent features by
making use of opinion words:

"The pictures are absolutely amazing.”
"The software is amazing.”

Lecture of Web-based IE
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“~ Aspect Extraction(1): cont.”™

Using PMI measure to remove those

noun phrases that may not aspects.
hits(f Ad)

hits( f)hits(d)

PMI(f.,d) =

f is a candidate noun phrase identified
in step 1 and d is a discriminator. E.g. a

7\

scanner class, d: “of scanner”, “scanner has”,
“scanner comes with”,

—_—
-_ —
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Aspect Extraction (2)

Key idea: opinions have targets,
l.e., opinion words are used to
modify aspects and entities.

“The pictures are absolutely
amazing.”

“This is an amazing software.”

® the nearest noun to the opinion
word.

Lecture of Web-based IE
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#” G=Qiu, B,Liu, J. Buand C. Chen.

/~ Aspect Extraction-(3) = imuouma

Propagation, International Joint

Main |dea Of the methOd Conference on Artificial Intelligence

(JCAI-09), 2009.

Exploit certain syntactic relations of opinion
words and object features for extraction.

Opinion words can be recognized by

IC
IC

entified features, and features can be
entified by known opinion words.

T

ne extracted opinion words and features are

utilized to identify new opinion words and
new features, which are used again to extract

more opinion words and features.
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/7 Aspect Extraction{(3): cont.™

Relations of Sentiment Words and

Features

Both A and B can be sentimental (a)(b): A direct relation means
that one word depends on the

words or features :
other word directly or they both

3‘9 PR depend on a third word directly.
. {a) o (b o
Z (1)

: (c)(d): An indirect relation

means that one word

depends on the other word

: through other words or they

© @ both depend on a third word
Indirectly.

m m H2

- — ——

Lecture of Web-based IE
Technologies



gt
’ 4
’ 4

i / e
/= Aspect Extraction+(3) cont. =~
O, T are known opinion words and targets.
4 tasks: 0,t are unknown opinion words and targets.

R1: to extract target (t) using opinion
words (O)

R2: to extract opinion words (0) using
targets (T)

R3: to extract targets (t) using extracted
targets (T).

R4: to extract opinion words (0) using
known opinion words (O)

Lecture of Web-based IE
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Aspect Extraction3) cont.

RulelD Observations output Examples
R1, O— O-Dep —T sit. O {0}, O-Depe |t=T The phone has a good “screen”.
{MR}, POS(T) € {NN} (good — mod — screen)
R1, O— O-Dep — H«— T-Dep — T st. O |t =T “iPod” is the best mp3 player.
{O}, O/T-Depe {MR}, POS(T) € {NN} (best — mod — player «— subj —
iPod)
R2, O— O-Dep —T sit. Te{T}, O-Dep < |0 = same as R1; with screen as the
{MR}, POS(O) = {]]} known word and good as the
extracted word
R2, O— O-Dep — H-+— T-Dep — T s.t. T same as R1, with iPod as the
{T}, O/T-Dep € {MR}, POS(O) € {]]} known word and best as the
extract word
— .
R34 Tijy — Tigjy- es the player play dvd with
1d '_’video”? (video —
1) If “observations” then output.
R3, - - s a great lens.
2) Underlined word is the known word, = suj — c3)
R4 3) Double quoted word|is the target zing and
— conj —
outputted.
R4, H){MR}.dependency relations|includes 4y asexy, “cool”,
. . . able mp3 player,
(mod,pnmod,subj,sobj,0bj2,..) ose iPod. (sexy —

ayer «— mod «— cool)
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Example: —

“Given a text "Canon G3 takes great
pictures, The picture [s amazing, You may
have to get more storage to store high
qguality pictures and recorded movies, and
The software is amazing.”

Based on (R1:): great—> "picture”

(R2.): picture~>"amazing”

(R3:): Picture and ..."Movies” is a feature
(R1.): Amazing—> "“software”

Lecture of Web-based IE
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Aspect Mining (4)— -

A mutual reinforcement method (Su et al. 2009)

It proposed an unsupervised approach
exploits the mutual remforcement re

It uses Q. Su, X. Xu, et al. Hidden Sentiment
Association in Chinese Web Opinion Mining.
Proceedings of WWW’08, pp. 959-968, 2008.

but before Clus ering results
of the other set is used to update the pairwise
weight of the set.
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Figure 1: Complicated Relationship Between Prod-
uct Features and Opinion Words in Real Reviews
(solid circle/solid line represents an explicit word/
relationship; hollow circle/dash line represents an
implicit word /relationship)
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’ After Aspects Extraction =

> Group Synonyms: different words to
describe an aspect. E.g. picture=photo
for digital camera; picture=movie for

I 1 Camera Ima,
mOVIe reVIeW- Lens [ﬁ?age Tvpe
Digital Zoom TIFF
P H - Optical Zoom JPEG
e.g: using an ontology: 7

Editing/Viewing Fesolution
Viewfi nder Effective Pixels
... Aspect Ratio

Flash

> Mapping to implicit aspects: e.t_j.
heavy is general for weight, however,
“the traffic is very heavy” is not.
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Technologies



>4

g

Opinion.Extraction and
polarity identification

Lexicon-based approach:
Positive words: better, good, super,...
Negative words: bad, ...

Neutral words (context dependent):
long, ...

w

“the battery life is /ong, but the time taken

to focus is /ong”

Lecture of Web-based IE
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Polarity Identification =
Positive words +1, negative words-1,

neutral 0

Handling negations: revise the opinion
scores
But-clauses: the opinion orientation
before but and after but are opposite to
each other.

op ;.50

Aggregating opinions:  scere(f.9= 2, 7,

op;E€s

where opj is an opinion word in s, d(opj, fi) is the distance between feature fi and
opinion word opj in s. 0pj.so is the orientation or the opinion score of opi.
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Example

“The picture quality of this camera is not
great(+1) , but the battery life is long(0).”
- "The picture quality of this camera is not
great(-1) , but the battery life is long(+1).”

Some rules:

Negation Neg — Positive
Negation Pos — Negative
Desired value range — Positive
Decreased Neg — Positive....

N

Lecture of Web-based IE
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Comparative opinion ~

Three cases:

“optics of camera A is better than that
of camera B” --not equal

“camera A and camera B both come in
/MP” --equal

“camera A is the cheapest in market”
--superlative

Lecture of Web-based IE
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Task of Comparative opinion

Input: Given an opinionated document d,
Output: comparative opinions:

(E1E2- A pO-hit),
El and E2: the entity sets being compared.
A: their shared aspects
Po: is the preferred entity set
H: the opinion holder
t is the time
Note: not positive or negative opinions.

Lecture of Web-based IE
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Method of Compa'ratwe
opinion mining

1. Identify comparative sentences

- Strong patterns involving comparative keywords:
Whereas/IN, but/CC, however/RB, while/IN, though/IN,
etc

- Supervised learning: classify into three types.

2. Extraction of different items

Rule based: objects or features are nouns and pronouns.
Machine learning: HMM, CRF

3. Determine preferred entities (opinions)

Parsing and opinion lexicon

-

Lecture of Web-based IE
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Opinions Output

A collection of opinions are valuable.
Features-based summary are useful.

Cellular phone 1:

PHONE:

Positive: 125
Negative: 7
Feature: voice quality
Positive: 120
Negative: §

Feature: size
Positive: 80
Negative: 12

<individual review sentences=
<individual review sentences=

<individual review sentences=
<individual review sentences=

<individual review sentences=
<individual review sentences=

positive  PHONE Picture  Battery  Camera  Size

Weight

negative Cellular Phone | |:|

Lecture of Web-based IE
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= Opinions Output(cont.) =

Structured opinion summary:

Feature buzz summary: shows the relative
frequency of feature mentions=> a company
knows what the customer care about.

Object buzz summary: shows the frequency
of mentions of different competing products -
customer knows which product is better.

Trend tracking: add time dimension, get
trend reports.

Lecture of Web-based IE
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2008
President

._election

Fang Li(2012)

Trend Tracking Example

Top: Public opinion measured from polls
Bottom: Sentiment measured from text

Lecture of Web-based IE
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Some Challenges —

> Sarcastic sentences

e.g. "What a great car, it stopped working in the
second day.” X

>implicit opinion
e.g. Stephanie McMahon is the next Stalin v
> Opinion spamming

refers to people giving fake or untruthful
opinions.

> Utility of opinions
refers to the usefulness or quality of opinions.

——— —
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Summarization

“Opinion Definition and Representation
‘Sentiment and subjectivity classification
“Aspect-based opinion mining

‘Sentiment analysis of comparative
sentences
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Reference

W

- Bing Liu. Sentiment Analysis and Subjectivity.
in Handbook of Natural Language Processing,
Second Edition, (editors: N. Indurkhya and F.
J. Damerau), 2010

A comprehensive bibliography of
sentiment analysis:
http://www.cs.pitt.edu/~wiebe/subjectivit
yBib.html
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,"Eompeti'tiorrs about Sentiment —
Analysis

Sentiment Analysis in Twitter (SemEval-
2016)

43 teams joined the competition.

Positive, Negative in general or about a
given entity.
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Two variants in 2016

Ordinal Classification:

{HIGHLYPOSITIVE, POSITIVE, NEUTRAL,
NEGATIVE, HIGHLYNEGATIVE

Quantification: aggregate data
Supervised class prevalence estimation:

Estimating the distribution of the classes
in a set of unlabelled items.

Lecture of Web-based IE
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Tasks

Subtask A: Given a tweet, predict whether it is
of positive, negative, or neutral sentiment.

Subtask B: Given a tweet known to be about a
given topic, predict whether it conveys a posi-
tive or a negative sentiment towards the topic.

Subtask C: Given a tweet known to be about a
given topic, estimate the sentiment it conveys
towards the topic on a five-point scale rang-
ing from HIGHLYNEGATIVE to HIGHLY POSs-
ITIVE.

Subtask ID: Given a set of tweets known to be
about a given topic, estimate the distmbution
of the tweets in the POSITIVE and NEGATIVE
classes.

Subtask E: Given a set of tweets known to be
about a given topic, estimate the distribution
of the tweels across the five classes of a five-
point scale, ranging from HIGHLYNEGATIVE
to HIGHLYPOSITIVE.

~



Evaluation Metricsfor Task 1

PN _ Ff+ FY

L= 5 (1)
Flp is the I score for the POSITIVE class:
5. P P
FP = 2mp )
ot + pt
Here, /" and p”" denote precision and recall for the
POSITIVE class, respectively: Gold Standard
P PP POSITIVE | NEUTRAL | NEGATIVE
PP+ PU+ PN 2| POSITIVE PP PU PN
P rr 2| NEUTRAL || UP UU UN
P = PPIUPLINP |E
= | NEGATIVE NP NU NN

Table 7: The confusion matrix for Subtask A. Cell XY stands
for “the number of tweets that the classifier labeled X and the
gold standard labells as Y. P, U, N stand for POSITIVE,

LectureNEUTRAL, NEGATIVE, respectively.
Technologies



Results for Task 1

Technologies

# System N ot Ace
1 | SwissCheese 0.633, |0.667; |0.646,4
2 | SENSEI-LIF 0,630, | 0.670, 0617+
3 |[UNIMELB 0.617; |0.6415 |0.616g
4 | INESC-ID 0.6104 |0.662; |0.600
5 | aveb.twitter.sentiment | 0Le60Ss | 0644, | 0.629,
6 | SentiSys 0.598, |0.6415 |0.609,
T IZENTU 0.596; |0.637; |0.593,,
8 |[INSIGHT-1 0.593; |0.6164,; | 0.6355
9 | TwiSE 0.5865 | 0.598,5 | 0.5282,4
10| ECNU (*) 0.585,, | 061715 | 0.57144
11 | NTNUSentEwval 0.583,, |0.6195 |0.643,
12 | MDSENT 0.580,5 | 0.592,5 | 0.5455,
CUFE 0.5804: | 06195 | 0.637,4
14 | THUIR 0.576,4 | 0.605,5 | 0.596,,
PUT 0.576,4 | 0.607 5 | 0.584, ,
16 | LYS 0.57515 | 0.61512 | 0.58515
17 | 1P 0.574,5 | 0.579 5 | 0.53724
18 | UniPI 0.571,5 | 0.607 5 | 0.639;
19 | DIEGOLab16 (*) 0.554,4 | 0.593,+ | 0.549,4
20| GTI 0.5395, | 0.5572, | 0.5182¢
21 | OPAL 0.5055, | 0.5602q | 0.541 52
22 | DSIC-ELIRF 0.50255 051125 | 0.51347
23 | UofLL ‘]‘-4992.’5 0.53?22 0.5?21 5
ELiRF 0.499,4 | 0.5164,4 | 0.5434,
25 | ISTI-CNR 0.494,5 | 0.529,4 | 0.567 17
26 | S5teM 0.47825 | 049027 | 0.4524,
27 | Tweester 0L, 45555 | 0.50325 | 0.52355
28 | Minions 0.41523 (0.485 28 []',5515-13
29 ﬂil.’.:}"bf:l‘ 1]'.4“229 0.457 .10 0. 50&;3
30 | mib 0.401 5, | 04384, | 0.48042q
3 | VCU-TSA 0,372, | 03904, | 0.3824,
32 | SenumentallTists 0,339, | 0. 4245, | 0.48029
33| WR 0.330;35 | 0.3335,4 | 0.2983,4
34 | CICBUAPNO ||II ']'.3“3:;,-1 0.3?7:; 1 0,3?43;1
Racaline i &S [ e i e 4 mn 3472




SwissCheese’s method

SwissCheese at SemEval-2016 Task 4: Sentiment Classification Using an
Ensemble of Convolutional Neural Networks with Distant Supervision

Jan Deriu* Maurice Gonzenbach® Fatih Uzdilli
ETH Zurich ETH Zurich Zurich University of Applied Sciences
Switzerland Switzerland Switzerland
jderiuf@student.ethz.ch mauriceg@student.ethz.ch uzdi@zhaw.ch
Aurelien Lucchi Valeria De Luca Martin Jaggi
ETH Zurich ETH Zurich ETH Zurich
Switzerland Switzerland Switzerland
alucchi@inf.ethz.ch vdeluca@vision.ee.ethz.ch Jjaggiflinf.ethz.ch
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~Steps - =

Creation of word embeddings for
initialization of the first layer.

Distant supervised phrase, the network
weights and word embeddings are
trained to capture aspects related to
sentiment.

Supervised phrase, where the network is
trained on the provided supervised
training data.

Lecture of Web-based IE
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The architecture of CNNs

Sentence Maftrix

X e R4

\ = | Mo ] T e s .
N - i E.;_.f«.- ..... L
— e ,f'*’.——;hu.
=1 — " L e
/ __ L || .-.-|-:-:-|-'¢\l_': _______ _._..---'..Ir-...
- L] x"h...-'"'-
Convolutional pooled Convolutional pooled Hidden
Feature Map repr. Feature Map repr. Layer
'-": e mﬂ'nn[-—h-—l!l ',-.J":I an“:"'—':ll_—l [HA:R'"E"”J_*T"” I‘.:F.JEHM'I‘I XE RM:

Figure 1: The architecture of the CNNs used in our approach.

softmax
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Sentence Representation

A Word - d-dimensional vector

A Sentence (n constituent words) =
d*n dimensional vector

—_—
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Convolutional Layer

"A set of m filters is applied to a sliding
window of length h over a sentence.

‘A feature c is generated for a given
filter F:

“Aggregated over all m filters into a
feature map matrix C with (m * n-h+1)

Lecture of Web-based IE
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Max Pooling -

-

Aggregates vector elements by taking
the maximum over a fixed set of non-
overlapping invervals

Lecture of Web-based IE
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Hidden Layer .

Computes the transformation «(w «x+b)

w e k™™ js the weight matrix, b € r= the
bias and alpha the rectified linear (relu)
activation function.

Softmax: return the class:

g :=argmax Py = jlx,w,a)
J

T . )
ex W —|—u,j.

= arg max
' K XTwg+a;’
I Y k€ !
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/4 Ensemble of Cl,afs'l'fiers )

Create two 2-layer CNNs

System 1:

Word vector: Skipgram model of window size 5
and filter words < 5 times, d=52 based on 200M
unlabelled twitter corpus.

distant-supervised phase. use emoticons to
infer the polarity of a balanced corpus. 90M

Supervised training. 90M distant-supervised
labelled, plus labelled data provided.

Lecture of Web-based IE
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Ensemble of Classifiers (cont.)

System 2:

Word vector: Glove model, d=50 + 4 different
flags (hashtags words, been elongated, all
capitalized, punctuations repeated more than 3
times) 90M corpus for POS,NEG and Neutral.

Distant-supervised. 60M balanced corpus.

Supervised training. 60M, plus labelled data
provided.

Lecture of Web-based IE
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4 Ensemble of Classifiers - ——-

4

y 4

Meta-classifier

Input: sentiment class and categorical
value of system 1 and II as features
Model: a random forest using Weka
ibrary on the training data.

BEATLARAR, 55 B A2 A FH 22 BRI G R AN i
AT INZRIF T ) — B0 2R 4%
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Competition in-China

Mainly from : {+5H %< and X5 E&S
Chinese microblog evaluation

Important Information Download:

[a—

. Evaluation Notice

. {Registration Form )

)

3. {Task euidelines: Emotion Analysis in Chinese Weibo Texts)
4. {Task cuidelines: Sentiment Classification with Deep Learning)
5. {Task guidelines: Chinese Entity LiJ]kiﬂg&

6. {Task euidelines: Cross-Lingual Knowledge Linking)

7. {Task guidelines: Large Scale English Question Answering )

8

. _{Task guidelines: Large Scale Chinese News Categorization)

Lecture of Web-based IE
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V> = X —
=5/ \JEPSZEES N (COAE2016)

#ig: B\ R EREDFD ( COAE2016 ) X49(20165F9H23SEh)
TENAA (2016595 232 55)

AT EFSEMR AT ANEENE , P EEZSEERETIERSEEmRIN A
HertEPmEEomENnER L , LEEsB T AFETRE_ BB iR BEEFASIN
( CCIR2016 ) Jofkit , #e=fhiH S/ \ @i famiEo#7FM ( The 8th Chinese Opinion Analysis
Evaluation-COAE2016 ) ,

REFE |, AafEEE ( MAEES ) offeESEES S hBEAEE N BT SRE
Z—. TRECTEM, NTCIRFEMLLEB-CEPM M miEotmiElHEERIINE FEmtto it AR,
ESIGIR, ACL, WWW, EMNLP, CIKM, WSDMEZEER=Y E , $Hi6H=—RER s EEH
453, BERSXIGENET , tbHIL 7T —ETa9AsT<ES , fAspect-Based Opinion Mining ,
Context-sensitive Opinion Mining , Deep Learning based Opinion MiningZE, TEA , T E&MmmEtE
ST sEE 20 E, fEaMENS R | #—FiE SRS T A 2B aRT #kaY
ElER, Eit, fetEF RS TTENNER E |, FETFNE SRS hTFRERRE S TR
ok, #FAE , el s W ESHIRORRT s RN |, FEEEY., SEPMREEST
ArRNEMSFRETIRE,

FtEPMEESITFEE F ERINETHRMEISH 285 | IECCIREINEHTHY
VAR o - AR A El TN \-L:I'_'Il.n'?‘-'l."El:l-'.*r'frrE:an.-.J'r"rﬁ-"‘r_ d'ﬂ;ﬁ_lol J’v—eﬁg‘t‘_‘)aseb}ﬁill_

Technologies
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—. Bz=ilaZEesE

L inEa Al e
g ) | RS
=& (EE/ Bam )
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454 (=il ) B
HEE T X, more..



SMP 2016 AT
Eip]y

S RERIRAEINREBHIE (ERRIAGS. BAETAURARHLSIE , ENARSASS ) |
BTRSESER | BRSNS

531 ERTREFRYER (3 MRE 0 -1979/1980-1989/1990+ )

[E52 : R ROMER) (3RS | B/%7)

1553 - TR At ( H8- MR | b/t b/ /8 /radt/rara/ e /i=0) )

SR iEk

£ N ZANEZIEE , fEtSEEMNEASEHREFATEIRSE— "fuodl" S48l ( WEIZOOMSMP
CUP 2016 ) FIOB30H=ERHFEFHBBER |, SEARRE LIV ASERIIFFTAERRIHLT HITSZBAFEE (—F%) |,
SHEGIMEDIA—. =8, TR A=2htEse , HSET10829E30F TrEERHNSMP 2016 K%
HERAENRSH SR,
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Project Option-2 —
(KAEMkE T 2)
Sentiment Analysis (13527 #7)

Input : reviews of Movies or Products
in English and Chinese

Output: Positive, Negative and Neutral

FESEARE A, WA PTEME (B
RZHW. FLlp)EmiER! Ik

BB R IR E IR, RORIRE, {HigEx
e L (FD)
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. Schedules =

- Before Nov.18:: submit team task and members
li-fang@cs.sjtu.edu.cn
- Dec.28: Each group presents in a workshop.
PPT includes:
task description (indicate each person’s subtask)
Method description
Steps to implement
preliminary experiments.
 Jan,? Morning 9AM~11;{AM at ?: evaluation
" Final submit: PPT, coding.
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Demo of

& »
sentiment °

classification in our research

it i #EAE361# IFERI[fir k] +

:Ii“ﬁ<|33361 ﬁ‘_\_d

KA R 1, HAY

bR LEEEM, B ETEHEASE
Sapeen s e IS bt

#5 T # #L4H361

-# ARAEO 0O
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