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Research Background 

Sentiments about a product (产品的情感分析)  

Extraction of attributes of a product (产品的属性抽取) 
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Research Background  
(from Bing Liu) 

“Opinions” are key influencers of 
behaviors. 

Our perceptions of reality and decisions 
of action are largely conditioned on how 
others see the world or their experiences.  

 opinion mining 
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Research Background 

Movie:  is this review positive or negative? 

Products: what do people think about the 
new iPhone? 

Public sentiment: how is consumer 
confidence? Is despair increasing? 

Politics: what do people think about this 
candidate or issue? 

Prediction: predict election outcomes or 
market trends from sentiment 
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What is an opinion? 

1) A view or judgment formed about 
something, not necessarily based on 
fact or knowledge. 

 

2) According to (Wiebe et al., 2005):  

   “Subjective expressions are words and  
phrases being used to express opinions, 
emotions, evaluations, speculations, etc. 

 



Research Background 

Two kinds of information on the Web: 

Factual Information: entity, relation, event. 

Subjectivity information: opinions. 
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“I bought an iPhone a few days ago. It is such a nice phone. 

The touch screen is really cool. The voice quality is clear 

too. It is much better than my old Blackberry, which was a 

terrible phone and so difficult to type with its tiny keys. 

However, my mother was mad with me as I did not tell her 

before I bought the phone. She also thought the phone was 

too expensive, …” 

The 1st sentence is a fact, the 2, 3,4 and 5 are opinions. They are 

positive for the iphone. 



Explicit and Implicit Opinion  

An explicit opinion on feature f is an opinion 
explicitly expressed on f in a subjective 
sentence.  

“The voice quality of this phone is amazing.” 

 

An implicit opinion on feature f is an opinion 
on f implied in an objective sentence. 

“The earphone broke in two days.” 
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Explicit and Implicit Aspects 

Explicit aspects: Aspects explicitly mentioned 
as nouns or noun phrases in a sentence. 

 “The picture quality is of this phone is great.” 

 

Implicit aspects: Aspects not explicitly 
mentioned in a sentence but are implied. 

“This car is so expensive.”    price 

 “This phone will not easily fit in a pocket.  size 
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Two types of opinions 

Regular opinion 

 “the touch screen is really cool”  

“after taking the drug, my pain has gone” 

Feature:  the effect of the drug 

Sentiment:  positive. 

“The earphone broke in two days.”   

Comparative opinion 

  “It is much better than my old Blackberry”  

expresses a relation of similarities or differences 

between two or more objects(features) 
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opinion 
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Model of an Opinion: 
 / Opinion Representation  

An opinion is a quintuple (Oj, Fjk, Sijkl, Hi,Tl): 

Where 

• Oj: is an object, a target entity. 

• Fjk : is a feature of an object Oj, or an aspect of a 

target entity Oj 

• Sijkl:  the sentiment value of the opinion from opinion 

holder Hi  on feature Fjk of object Oj at Time Tl . The 

value of S is neg.(-), pos.(+), neu, or more granular 

ratings.    

• Hi: is an opinion holder 

• Tl : is the time when opinion expressed. 



Example  
“I bought an iPhone a few days ago. It is such a nice 

phone. The touch screen is really cool. The voice 

quality is clear too. It is much better than my old 

Blackberry, which was a terrible phone and so 

difficult to type with its tiny keys. However, my 

mother was mad with me as I did not tell her before I 

bought the phone. She also thought the phone was 

too expensive, …” 

(iphone, ?  , nice +, I, t) 

(iphone, touch screen, cool+, I, t) 

(iphone, voice quality, clear+, I, t) 

(iphone, price!, expensive -, my mother, t) 
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Tasks of opinion extraction 

Simplest task: 

Is the attitude of this text positive or 
negative?    sentiment classification 

More complex: 

Rank the attitude of this text from 1 to 5  

 ranking problem 

Advanced: 

Detect the target, source, or complex 
attitude types   information extraction 
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Sentiment Classification 

Document-level sentiment classification 

 

Sentence level sentiment classification 
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Document-Level Sentiment 
Classification 

Assumption:  d expresses opinions on single 
object o and the opinions are from a single 
holder h.  

Task: given a quintuple (o, f, so, h, t), where 
f = o and h, t are assumed to be known or 
irrelevant, find the value of so. 

Methods: 

   supervised learning & unsupervised learning. 
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Classification based on 
supervised learning 

Models: 
Naïve Bayesian, Support Vector Machines 

Features: 
Terms and their frequency: n-gram and their counts. 

Part of speech tags: adjectives are important indicators 
for subjectivities and opinions. 

Opinion words and phrases: wonderful, poor, hate, 
like,… 

Syntactic dependency: features generated from parsing 
or dependency trees are also used. 

Negation: change the opinion orientation. 
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Classification based on 
unsupervised learning 

Step1: Extracts phrases containing adjectives or 
adverbs. 

Step2: Estimates the orientation of the extracted 
phrases using PMI （Pointwise Mutual Information）: 

 

 
Step3: Computes the average oo/so of all phrases in 
the review, and classifies the review as positive or 
negative. 
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About PMI (pointwise mutual 
information 点互信息) 

Evaluate the relevance between two variables. 用
来衡量两个事件,变量,两个词之间的相关性. 

 

 
 

If x and y relevant, the joint probability p(x,y) will be much 

larger than chance P(x)P(y) and PM I(x,y) >>0. 

if x and y not relevant, then PMI(x,y) =0 

if x and y are in complementary distribution, then PMI(x,y) <<0 

Lecture of Web-based IE 

Technologies 



Example for PMI 
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Count(w,context)

computer data pinch result sugar

apricot 0 0 1 0 1

pineapple 0 0 1 0 1

digital 2 1 0 1 0

information 1 6 0 4 1

p(w=information, c=data) = 6/20=.3  

p(w=information) = 12/20=.6 

p(c=data) = 7/20=.35 

P(w=information,c=sugar)=1/20=0.05 

P(c=sugar)=3/20=0.15 

 

PMI (information,data) = log 0.3/ (0.6*0.35)=log 1.43=0.15 

PMI(information,sugar)= log 0.05/(0.6*0.15)=log 0.55= -0.26 

 



Document-Level Sentiment 
Classification 

Advantage: 

Coarse-grained analysis 

Detection of a general sentiment trend of a 
document 

Problems: 

Different polarities towards different features, e.g. 
This film should be brilliant. The characters are 
appealing. Stallone plays a happy, wonderful man. 
His sweet wife is beautiful and adores him. He has a 
fascinating gift for living life fully. It sounds like a 
great story, however, the film is a failure. 
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Sentence-Level Classification 

Task: Given a sentence s, two sub-tasks 
are performed: 

1. Subjectivity Classification: Determine 
whether s is a subjective sentence or an 
objective sentence. 

2. Sentiment Classification: If s is a 
subjective sentence, determine whether it 
expresses a positive or negative opinion. 
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Sentence-Level Classification 

Advantage: 

More specific than document-level 
analysis 

The results can be reused as input for 
document-level classification 

Problems: 

Multiple sentiment expressions with 
different polarities, e.g.The very brilliant 
organizer failed to solve the problem. 
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Sentiment Classification in Movie Reviews 
（a baseline algorithm） 

Polarity detection: 

Is an IMDB movie review positive or negative? 

Data: Polarity Data 2.0:  

http://www.cs.cornell.edu/people/pabo/movie-
review-data 

Bo Pang, Lillian Lee, and Shivakumar Vaithyanathan.  2002.  Thumbs up? 
Sentiment Classification using Machine Learning Techniques. EMNLP-
2002, 79—86. 
Bo Pang and Lillian Lee.  2004.  A Sentimental Education: Sentiment Analysis 
Using Subjectivity Summarization Based on Minimum Cuts.  ACL, 271-278 
Bo Pang and Lillian Lee, Seeing stars: Exploiting class relationships for sentiment 
categorization with respect to rating scales, Proceedings of ACL 2005 

http://www.cs.cornell.edu/people/pabo/movie-review-data
http://www.cs.cornell.edu/people/pabo/movie-review-data
http://www.cs.cornell.edu/people/pabo/movie-review-data
http://www.cs.cornell.edu/people/pabo/movie-review-data
http://www.cs.cornell.edu/people/pabo/movie-review-data


Sentiment Classification in Movie Reviews 
 
Fig.1: human-based classifier 
Fig.2:  a list of seven positive and seven negative words 
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percentage of  

documents  

where the two  

sentiments were 

rated equally  

likely  it is worthwhile 

 to explore corpus-based  

techniques, rather than relying 

 on prior intuitions, to select  

good indicator features and to 

 perform sentiment classification 

 in general. 
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conclusions based 

on the experiments? 



Baseline Conclusion 

Unigram as features are better, 
especially of top unigrams. 

Feature frequency are not better than 
presence. 

Part of speech does not help a lot in 
sentiment analysis. 

Adjectives does not help a lot. 

SVM is better than other classifiers. 
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Advanced Task 

Identify the targets of opinions, i.e. 
Entities and their aspects, or object and 
their features. 

Reasons:  

• Without knowing targets, opinions are 
of limit use. 

• Target-opinion pair: more precise, more 
useful. 

• Implicit, missing features or targets: 
more difficulty task.  



Opinion Extraction 
An opinion is represented as a quintuple (Oj, Fjk, Sijkl, Hi,Tl): 

Where:  

• Oj: is an object, a target entity. named entity extraction + 

• Fjk : is a feature of an object Oj, or an aspect of a target 

entity Oj       information extraction 

• Sijkl:  the sentiment value of the opinion from opinion 

holder Hi  on feature Fjk of object Oj at Time Tl . The value 

of S is neg.(-), pos.(+), neu, or more granular ratings.    

• Hi: is an opinion holder information/data extraction 

• Tl : is the time when opinion expressed. information/data 

extraction 

Co-reference Resolution 

Synonym Match (voice = sound quality) 
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Steps of Opinion Mining 

1. Source the data, e.g., reviews, blogs, etc 

(1) Crawl all data, store and search them, 

or (2) Crawl only the target data 

2. Extract the right entities & aspects 

Group entity and aspect expressions,  

    Moto = Motorola, photo = picture, etc … 

3. Aspect(feature)-based opinion mining 
􀂉 Discover all quintuples (Store the quintuples in 

a database) 
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Aspect-based Opinion Mining 

Object-specific: reviews for some 
known entities or events. Reviewers 
simply express positive and negative 
opinions on different aspects of the 
entity. 

Object unknown: for blogs, forum 
discussions, both entity and aspects are 
unknown. 

Four methods will be discussed. 
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Aspect extraction (1)  

A frequency-based approach (Hu and Liu, 

2004): nouns (NN) that are frequently talked 

about are likely to be true aspects (called 

frequent aspects) . 

Why the frequency based approach? 
Different reviewers tell different stories. 

When product aspects/features are discussed, the words they 

use converge. 

They are the main aspects. 

How to find frequent nouns and noun phrases? 

     POS tagger + TF(词频)-IDF(逆文档频率) 
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Hu and Liu, 2004: M. Hu and B. Liu, “Mining and 

summarizing customer reviews,” Proceedings of the 

ACM SIGKDD Conference on Knowledge Discovery 

and Data Mining (KDD), pp. 168–177, 2004. 

 



Aspect Extraction(1): Two-steps 

Step 1: Finding frequent nouns and 
noun phrases.    many noises 

    

Step2: Finding infrequent features by 
making use of opinion words: 

 

“The pictures are absolutely amazing.” 

“The software is amazing.” 
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Aspect Extraction(1): cont. 

Using PMI measure to remove those 
noun phrases that may not aspects. 

 

 

f is a candidate noun phrase identified 
in step 1 and d is a discriminator. E.g. a 

scanner class, d: “of scanner”, “scanner has”, 
“scanner comes with”, 
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Aspect Extraction (2) 

Key idea: opinions have targets, 
i.e., opinion words are used to 
modify aspects and entities. 

“The pictures are absolutely 
amazing.” 

“This is an amazing software.” 

the nearest noun to the opinion 
word.  
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Aspect Extraction (3) 
Main idea of the method 

Exploit certain syntactic relations of opinion 
words and object features for extraction. 

Opinion words can be recognized by 
identified features, and features can be 
identified by known opinion words. 

The extracted opinion words and features are 
utilized to identify new opinion words and 
new features, which are used again to extract 
more opinion words and features. 
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G. Qiu, B. Liu, J. Bu and C. Chen. 

Expanding Domain Sentiment 

Lexicon through Double 

Propagation, International Joint 

Conference on Artificial Intelligence 

(IJCAI-09), 2009. 

  



Aspect Extraction (3): cont. 

Relations of Sentiment Words and 
Features 
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(a)(b): A direct relation means 

that one word depends on the 

other word directly or they both 

depend on a third word directly. 

(c)(d): An indirect relation 

means that one word 

depends on the other word 

through other words or they 

both depend on a third word 

indirectly.  

Both A and B can be sentimental 

words or features 



Aspect Extraction (3) cont. 

4 tasks: 

R1: to extract target (t) using opinion 
words (O) 

R2: to extract opinion words (o) using 
targets (T) 

R3: to extract targets (t) using extracted 
targets (T). 

R4: to extract opinion words (o) using 
known opinion words (O)  
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O,T are known opinion words and targets. 

o,t are unknown opinion words and targets. 



Aspect Extraction (3) cont. 
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1) If “observations” then output. 

2) Underlined word is the known word,  

3) Double quoted word is the target  

outputted. 

4){MR}:dependency relations includes 

(mod,pnmod,subj,sobj,obj2,..) 



Example  

Given a text “Canon G3 takes great 
pictures, The picture is amazing, You may 
have to get more storage to store high 
quality pictures and recorded movies, and 
The software is amazing.” 

Based on (R11): great”picture” 

(R22):   picture”amazing” 

(R31):   Picture and …”Movies” is a feature 

(R12):  Amazing “software” 
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Aspect Mining (4) 
A mutual reinforcement method (Su et al. 2009) 

It proposed an unsupervised approach which 
exploits the mutual reinforcement relationship 
between aspects and opinion words. 

it uses the co-occurrence of aspect and opinion 
word pair in a sentence. 

The algorithm iteratively clusters the set of 
aspects and the set of opinion words separately, 
but before clustering each set, clustering results 
of the other set is used to update the pairwise 
weight of the set. 
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Q. Su, X. Xu, et al. Hidden Sentiment  

Association in Chinese Web Opinion Mining.  

Proceedings of WWW’08, pp. 959-968, 2008. 



Aspect Mining (4) 
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After Aspects Extraction 

Group Synonyms: different words to 
describe an aspect. E.g. picture=photo  
for digital camera; picture=movie for 
movie review. 

e.g: using an ontology: 

 

Mapping to implicit aspects: e.g. 
heavy is general for weight, however, 
“the traffic is very heavy” is not. 
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Opinion Extraction and 
polarity identification 

Lexicon-based approach: 

Positive words: better, good, super,… 

Negative words: bad, … 

Neutral words (context dependent): 
long,… 

“the battery life is long, but the time taken 
to focus is long” 
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Polarity Identification 

Positive words +1, negative words-1, 
neutral 0 

Handling negations:  revise the opinion 
scores 

But-clauses: the opinion orientation 
before but and after but are opposite to 
each other. 

Aggregating opinions: 
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where opj is an opinion word in s, d(opj, fi) is the distance between feature fi and 

opinion word opj in s. opj.so is the orientation or the opinion score of opi. 



Example 

“The picture quality of this camera is not 

great(+1) , but the battery life is long(0).” 

  “The picture quality of this camera is not 

great(-1) , but the battery life is long(+1).” 

Some rules:  

Negation Neg → Positive 

Negation Pos → Negative 

Desired value range → Positive 

Decreased Neg → Positive…. 
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Comparative opinion 

Three cases: 

“optics of camera A is better than that 
of camera B”  --not equal 

“camera A and camera B both come in 
7MP”             --equal 

“camera A is the cheapest in market”  

                       --superlative 
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Task of Comparative opinion 

Input: Given an opinionated document d, 

Output:  comparative opinions: 

   (E1, E2, A, po, h, t), 
E1 and E2:  the entity sets being compared.   

A: their shared aspects  

Po: is the preferred entity set  

H: the opinion holder  

t is the time   

Note: not positive or negative opinions. 
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Method of Comparative 
opinion mining 

1. Identify comparative sentences  
• Strong patterns involving comparative keywords: 

Whereas/IN, but/CC, however/RB, while/IN, though/IN, 
etc 

• Supervised learning: classify into three types. 

2. Extraction of different items 
   Rule based: objects or features are nouns and pronouns. 

   Machine learning: HMM, CRF 

3. Determine preferred entities (opinions) 

   Parsing and opinion lexicon 
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Opinions Output 

A collection of opinions are valuable. 

Features-based summary are useful. 
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Opinions Output (cont.) 

Structured opinion summary: 

Feature buzz summary: shows the relative 
frequency of feature mentions a company 

knows what the customer care about. 

Object buzz summary: shows the frequency 
of mentions of different competing products  

customer knows which product is better. 

Trend tracking: add time dimension, get  
trend reports. 
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Trend Tracking Example 

 Top: Public opinion measured from polls 

Bottom: Sentiment measured from text 

Fang Li(2012) 
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presidential  

job approval  

in 2009 

2008 

President 

election  



Some Challenges  

 Sarcastic sentences 

e.g. “What a great car, it stopped working in the 
second day.”   × 

implicit opinion 

e.g. Stephanie McMahon is the next Stalin  √ 

 Opinion spamming 

refers to people giving fake or untruthful 
opinions. 

 Utility of opinions 

refers to the usefulness or quality of opinions. 
Lecture of Web-based IE 

Technologies 



Summarization 

Opinion Definition and Representation 

Sentiment and subjectivity classification 

Aspect-based opinion mining 

Sentiment analysis of comparative 
sentences 
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Reference 

Bing Liu. Sentiment Analysis and Subjectivity. 
in Handbook of Natural Language Processing, 
Second Edition, (editors: N. Indurkhya and F. 
J. Damerau), 2010 

A comprehensive bibliography of 
sentiment analysis: 
http://www.cs.pitt.edu/~wiebe/subjectivit
yBib.html 
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Competitions about Sentiment 
Analysis 

Sentiment Analysis in Twitter (SemEval-
2016) 

43 teams joined the competition. 

Positive, Negative in general or about a 
given entity. 

 

Lecture of Web-based IE 

Technologies 



Two variants in 2016 

Ordinal Classification: 

{HIGHLYPOSITIVE, POSITIVE, NEUTRAL, 
NEGATIVE, HIGHLYNEGATIVE 

Quantification: aggregate data 

Supervised class prevalence estimation: 

Estimating the distribution of the classes 
in a set of unlabelled items. 
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Tasks 

Lecture of Web-based IE 

Technologies 



Evaluation Metrics for Task 1 
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Results for Task 1 
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SwissCheese’s method 
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Steps  

Creation of word embeddings for 
initialization of the first layer. 

Distant supervised phrase, the network 
weights and word embeddings are 
trained to capture aspects related to 
sentiment. 

Supervised phrase, where the network is 
trained on the provided supervised 
training data. 
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The architecture of CNNs  
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Sentence Representation 

A Word  d-dimensional vector 

A Sentence (n constituent words)  

d*n dimensional vector  
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Convolutional Layer 

A set of m filters is applied to a sliding 
window of length h over a sentence. 

A feature c is generated for a given 
filter F: 

 

Aggregated over all m filters into a 
feature map matrix C  with (m * n-h+1) 
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Max Pooling 

Aggregates vector elements by taking 
the maximum over a fixed set of non-
overlapping invervals 
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Hidden Layer 

Computes the transformation 

             is the weight matrix,          the 
bias and alpha the rectified linear (relu) 

activation function. 

Softmax: return the class:  
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Ensemble of Classifiers 

Create two 2-layer CNNs 

 

System 1:  

Word vector: Skipgram model of window size 5 
and filter words < 5 times, d=52 based on 200M 
unlabelled twitter corpus. 

distant-supervised phase: use emoticons to 
infer the polarity of a balanced corpus. 90M 

Supervised training: 90M distant-supervised 
labelled, plus labelled data provided.  
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Ensemble of Classifiers (cont.) 

System 2: 

Word vector: Glove model,  d=50 + 4 different 
flags (hashtags words, been elongated, all 
capitalized, punctuations repeated more than 3 
times) 90M corpus for POS,NEG and Neutral. 

Distant-supervised: 60M balanced corpus. 

Supervised training: 60M, plus labelled data 
provided. 
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Ensemble of Classifiers 

Meta-classifier 

Input: sentiment class and categorical 
value of system 1 and II as features 

Model: a random forest using Weka 
library on the training data. 

随机森林，指的是利用多棵树对样本进
行训练并预测的一种分类器。 
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Competition in China 
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Mainly from : 计算机学会 and 中文信息学会
Chinese microblog evaluation 
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Project Option 2 
 (大作业选项 2) 

Sentiment Analysis (情感分析) 

Input ：reviews of Movies or Products 
in English and Chinese 

Output：Positive, Negative and Neutral 

 

确实非常不错，物有所值哦  （正） 

很受用啊。有经验的感触更深！（正） 

没想到是这种音乐，效果很好，但是歌
太老了。（负） 
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Schedules  

Before Nov.18:：submit team task and members 

li-fang@cs.sjtu.edu.cn 

Dec.28：Each group presents in a workshop. 

PPT includes:  

task description (indicate each person’s subtask)  

Method description  

Steps to implement  

preliminary experiments.   

Jan,? Morning 9AM~11点AM at ?：evaluation 

Final submit：PPT，coding。 
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Demo of sentiment 
classification in our research  

我就说#幸福36计# 好看的[偷乐]   + 
幸福36计，女主角太他妈的丑了，丑的
让我无法直视，第一集没看完直接不看

了，丑哭了[泪]   -- 

#罗晋# #幸福36计# 不见不散😍   0 


