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To those who search for meaning amidst ambiguous appearances...
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Preface

Information extraction (IE) is usually defined as the process of selectively
structuring and combining data that are explicitly stated or implied in one
or more natural language documents. This process involves a semantic
classification of certain pieces of information and is considered as a light 
form of text understanding. IE has a history going back at least three dec-
ades and different approaches have been developed. Currently, there is a 
considerable interest in using these technologies for information retrieval,
since there is an increasing need to localize precise information in docu-
ments, for instance, as the answer to a question, rather than retrieving the 
entire document or a list of documents. Advanced retrieval models such as
language modeling answer that need by building a probabilistic model of 
the content of a document. Question answering systems are trying to take 
the next step by inferring answers to a natural language question from a 
document collection. In these and other information retrieval models a se-
mantic classification of entities, relations between entities, and of semanti-
cally relevant portions of texts (phrases, sentences, maybe passages) is
very valuable to advance the state of the art of text searching. When talk-
ing about a semantic Web, semantic classification becomes of primordial
importance, but also in other tasks that involve information selection and
filtering, such as text summarization and information synthesis from dif-
ferent documents, IE is an indispensable preprocessing step.

The book gives an overview and explanation of the most successful and 
efficient algorithms for information extraction, and how they could be in-
tegrated in an information retrieval system. Special focus is on approaches
that are fairly generic, i.e., that can be applied for processing heterogene-
ous document collections rather than a specific domain or text type and 
that are as much language independent as possible. The book contains a 
wealth of information on past and current milestones in information ex-
traction, on necessary knowledge and resources involved in the extraction
processes, and on the final aims of an extraction system. Additionally, a
very important focus is on current statistical and machine learning tech-
niques for information detection and classification. In an information re-
trieval context, these techniques can be used to learn and fine tune traditional 
knowledge engineered rules and patterns. 

xi



The book has grown from the results of a project on Generic Techno-
logy for Information Extraction from Texts (researched at the Katholieke 
Universiteit Leuven, Belgium) from 2000-2004 and sponsored by the Insti-
tute for the Promotion of Innovation by Science and Technology in Flan-
ders) and from a graduate course on Text Based Information Retrieval 
taught at the same university to students in Artificial Intelligence, Infor-
matics, and Electrical Engineering. This book is meant to give a compre-
hensive overview of the field of information extraction, especially as it is
used in an information retrieval context. It is aimed at researchers in in-
formation extraction or related disciplines, but the many illustrations and 
real world examples make it also suitable as a handbook for students. 
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