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Introduction: 
This is a group-based project. Each group should contain maximum 4 students. In this 

project, there are four options. Each one of you should choose a preferred option and find 
partners to form a group, and then register your name and student ID to the corresponding 
slot on our shared Tencent Doc. 

 

WSM project groups: 
Tencent Documentation: 
https://docs.qq.com/sheet/DZW9VbUZHQ0RoTWVp?tab=BB08J2.  
Each Option can only be chosen by 12 groups at most, so if a project idea is chosen 

by too many groups, it will be allocated on a first-come, first-serve basis. The deadline of 
project selection is April 16th. 
 

Project A 
In this project, you are asked to build a simple news search. 

1. Dataset 
All documents indexed by the search engine should come from the real-news-like 

folder of the C4 dataset (about 15G): 
https://huggingface.co/datasets/allenai/c4/tree/main/realnewslike 

2. Search system 
A Query can be any item, person, event, or question related to one or several pieces 

of news. Your search engine should support the following two forms of search:  
1） Boolean Search (25%): Users provide search keys and operations between keys. The 

system needs to return all the original documents. The query language must include 
operations such as AND, OR, NOT. 

2） ranked Search (20%): Given a search query, the search system is supposed to return a 
ranked list of search results (origin documents). You need to consider factors like 
semantic relevance and freshness. To implement this, you may use any ranking method. 

3. Search result processing 
In addition to the original documents that were required to be returned in the previous 

section, we now want to return the result of processing or understanding those documents. 
A good search engine should also support some advance functions: 
1) Multi-news summarization (15%): This is an advanced feature of Ranked search. Group 

news from the same event into one category and generate a summary. Different news 
events related to query should generate separate summaries. For each generated 



summary, we must also know which original documents were generated for that 
summary. 

2) QA (15%): For example, when you query "How old is Donald Trump?" A good search 
engine will return "76" as the first result for this question, and link this answer to the 
document collection that implies the answer. Note that although our corpus does not 
contain knowledge data such as wiki, we can still conduct QA part within the scope of 
news (eg. " How many casualties in xxx incident? "). 
Note that this section is open, so you can implement either of the above two functions, 

or you can implement other functions related to the understanding/processing of search 
results as you wish. When you are demoing, state what you did, and the best overall result 
will get higher marks. 
4. UI and report:  

Implement GUI Interface for demo and project report (25%). The functionality of 
Section 3 is based on rank search, in other words, boolean search as a separate interface. 
These new features are supported only in rank search. 
References: 
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Project B: 

The project aims to search images based on text queries. It is allowed to use pre-trained 
models to generate embeddings and fine-tune with additional datasets, but using existing 
pre-built text-image search tools is not permitted. 
1. Dataset 

The dataset contains 3000 images(about 3.4G). The image dataset can be downloaded 
from this URL:  
https://jbox.sjtu.edu.cn/v/link/view/78b4522e29bb436aad57fb7b12f3cd19.  
2. Search engine 
1） high search accuracy (30%). The project requires a high search accuracy where the 

search engine should return images that match the input query. This can be achieved 
by using pre-trained models to generate embeddings for both images and text, and 
then using the similarity between these embeddings to retrieve relevant search results. 

2） fast response time (10%). The search engine should also have a fast response time and 
should return search results in a short amount of time.  

3） lightweight (20%). The search engine should be lightweight, achieved by reducing the 
model's parameters using knowledge distillation. The goal is to make the search engine 
run on a personal laptop, and extra points will be awarded if the search engine can run 
on a mobile phone. 

4） scalability (20%). The search engine's scalability is essential which should be ensured 
by adding up to 500 new images( depending on your device) to the image database 



on-site and testing whether text queries can retrieve the newly added images. 
3. UI and report: 

Implement GUI Interface for demo and project report (20%). The image search results 
should be displayed in a sorted order. Please design interface yourself and display a 
reasonable number of images for each search. 
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