
TEXT CLASSIFICATION



STANDING QUERIES

 The path from IR to text classification:

 You have an information need to monitor, say:

 Unrest in the Niger delta region

 You want to rerun an appropriate query periodically to 

find new news items on this topic

 You will be sent new documents that are found 

 i.e., it’s not ranking but classification (relevant vs. not 

relevant)

 Such queries are called standing queries

 Long used by “information professionals”

 A modern mass instantiation is Google Alerts

 Standing queries are (hand-written) text 

classifiers
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SPAM FILTERING

ANOTHER TEXT CLASSIFICATION TASK

From: "" <takworlld@hotmail.com>

Subject: real estate is the only way... gem  oalvgkay

Anyone can buy real estate with no money down

Stop paying rent TODAY !

There is no need to spend hundreds or even thousands for similar courses

I am 22 years old and I have already purchased 6 properties using the

methods outlined in this truly INCREDIBLE ebook.

Change your life NOW !

=================================================

Click Below to order:

http://www.wholesaledaily.com/sales/nmd.htm

=================================================
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CATEGORIZATION/CLASSIFICATION

 Given:

 A representation of a document d

 Issue: how to represent text documents. 

 Usually some type of high-dimensional space – bag of 

words

 A fixed set of classes:

C = {c1, c2,…, cJ}

 Determine:

 The category of d: 𝛾(d)  C, where 𝛾(d) is a 

classification function

 We want to build classification functions 

(“classifiers”).
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Multimedia GUIGarb.Coll.SemanticsML Planning

planning
temporal
reasoning
plan
language...

programming
semantics
language
proof...

learning
intelligence
algorithm
reinforcement
network...

garbage
collection
memory
optimization
region...

“planning
language
proof
intelligence”

Training
Data:

Test
Data:

Classes:

(AI)

DOCUMENT CLASSIFICATION

(Programming) (HCI)

... ...
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CLASSIFICATION METHODS (1)

▪ Manual classification

▪ Used by the original Yahoo! Directory

▪ Looksmart, about.com, ODP, PubMed

▪ Accurate when job is done by experts

▪ Consistent when the problem size and team is small

▪ Difficult and expensive to scale

▪ Means we need automatic classification methods for big 

problems
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CLASSIFICATION METHODS (2)

Hand-coded rule-based classifiers

 One technique used by news agencies, 

intelligence agencies, etc.

 Widely deployed in government and 

enterprise

 Vendors provide “IDE” for writing such rules
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CLASSIFICATION METHODS (2)

▪ Hand-coded rule-based classifiers

▪ Commercial systems have complex query 

languages

▪ Accuracy can be high if a rule has been 

carefully refined over time by a subject expert

▪ Building and maintaining these rules is 

expensive
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A VERITY TOPIC

A COMPLEX CLASSIFICATION RULE

 Note:

 maintenance issues 

(author, etc.)

 Hand-weighting of 

terms

[Verity was bought by 

Autonomy, which 

was bought by HP 

...]
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CLASSIFICATION METHODS (3):

SUPERVISED LEARNING

 Given:

 A document d

 A fixed set of classes:

C = {c1, c2,…, cJ}

 A training set D of documents each with a label in C

 Determine:

 A learning method or algorithm which will enable 

us to learn a classifier 𝛾

 For a test document d, we assign it the class

𝛾(d) ∈ C
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CLASSIFICATION METHODS (3)

 Supervised learning

 Naive Bayes (simple, common) – see video

 k-Nearest Neighbors (simple, powerful)

 Support-vector machines (new, generally more 

powerful)

 … plus many other methods

 No free lunch: requires hand-classified training data

 But data can be built up (and refined) by amateurs

 Many commercial systems use a mixture of 

methods
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THE BAG OF WORDS REPRESENTATION

I love this movie! It's sweet, 
but with satirical humor. The 
dialogue is great and the 
adventure scenes are fun…  It 
manages to be whimsical and 
romantic while laughing at the 
conventions of the fairy tale 
genre. I would recommend it to 
just about anyone. I've seen it 
several times, and I'm always 
happy to see it again whenever 
I have a friend who hasn't seen 
it yet.

γ( )=c
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THE BAG OF WORDS REPRESENTATION

γ( )=c
great 2

love 2

recommend 1

laugh 1

happy 1

... ... 14



FEATURES

▪ Supervised learning classifiers can use any sort 

of feature

▪ URL, email address, punctuation, capitalization, 

dictionaries, network features

▪ In the bag of words view of documents

▪ We use only word features 

▪ we use all of the words in the text (not a subset)
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FEATURE SELECTION: WHY?

 Text collections have a large number of features
 10,000 – 1,000,000 unique words … and more

 Selection may make a particular classifier 
feasible

 Some classifiers can’t deal with 1,000,000 features

 Reduces training time
 Training time for some methods is quadratic or worse 

in the number of features

 Makes runtime models smaller and faster

 Can improve generalization (performance)
 Eliminates noise features

 Avoids overfitting
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FEATURE SELECTION: FREQUENCY

The simplest feature selection method:
 Just use the most common terms

 No particular foundation

 But it make sense why this works
 They’re the words that can be well-estimated and 

are most often available as evidence

 In practice, this is often 90% as good as 
better methods

 Smarter feature selection – future lecture
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QUIZ: BAG OF WORDS

 Why don’t we use sequence of words as the 

representation for documents when doing text 

classification for IR?
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EVALUATING CATEGORIZATION

 Evaluation must be done on test data that are 
independent of the training data

 Sometimes use cross-validation (averaging results 
over multiple training and test splits of the overall 
data)

 Easy to get good performance on a test set that 
was available to the learner during training (e.g., 
just memorize the test set)
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EVALUATING CATEGORIZATION

 Measures: precision, recall, F1, classification 
accuracy

 Classification accuracy: r/n where n is the total 
number of test docs and r is the number of test 
docs correctly classified
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WEBKB EXPERIMENT (1998)

 Classify webpages from CS departments into:

 student, faculty, course, project 

 Train on ~5,000 hand-labeled web pages

 Cornell, Washington, UTexas, Wisconsin

 Crawl and classify a new site (CMU) using Naïve 

Bayes

 Results
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Introduction to Information Retrieval
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SPAMASSASSIN

 Naïve Bayes has found a home in spam filtering

 Paul Graham’s A Plan for Spam

 Widely used in spam filters 

 But many features beyond words:

 black hole lists, etc.

 particular hand-crafted text patterns
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SPAMASSASSIN FEATURES:

 Basic (Naïve) Bayes spam probability

 Mentions: Generic Viagra

 Regex: millions of (dollar) ((dollar) NN,NNN,NNN.NN)

 Phrase: impress ... girl

 Phrase: ‘Prestigious Non-Accredited Universities’

 From: starts with many numbers

 Subject is all capitals

 HTML has a low ratio of text to image area

 Relay in RBL (realtime blackhole list), 

http://www.mail-abuse.com/enduserinfo_rbl.html

 RCVD line looks faked

 http://spamassassin.apache.org/tests_3_3_x.html
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NAIVE BAYES IS NOT SO NAIVE

▪ Very fast learning and testing (basically just 

count words)

▪ Low storage requirements

▪ Very good in domains with many equally 

important features

▪ More robust to irrelevant features than many 

learning methods

Irrelevant features cancel each other without affecting 

results
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NAIVE BAYES IS NOT SO NAIVE

More robust to concept drift (changing class 
definition over time)

Naive Bayes won 1st and 2nd place in KDD-CUP 

97 competition out of 16 systems

Goal: Financial services industry direct mail 

response prediction: Predict if the recipient of 

mail will actually respond to the 

advertisement – 750,000 records.

A good dependable baseline for text classification 
(but not the best)!

26



CLASSIFICATION USING VECTOR SPACES

 In vector space classification, training set 

corresponds to a labeled set of points 

(equivalently, vectors)

 Premise 1: Documents in the same class form a 

contiguous region of space

 Premise 2: Documents from different classes 

don’t overlap (much)

 Learning a classifier: build surfaces to delineate 

classes in the space
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DOCUMENTS IN A VECTOR SPACE

Government

Science

Arts

Sec.14.1
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TEST DOCUMENT OF WHAT CLASS?

Government

Science

Arts

Sec.14.1
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TEST DOCUMENT = GOVERNMENT

Government

Science

Arts

Is this 

similarity

hypothesis

true in

general?

Our focus: how to find good separators

Sec.14.1
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DEFINITION OF CENTROID

 Where Dc is the set of all documents that belong to class 
c and v(d) is the vector space representation of d.

 Note that centroid will in general not be a unit vector 
even when the inputs are unit vectors.

  

   

 
m (c) =

1

| Dc |

 
v (d)

d ÎDc

å

Sec.14.2
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ROCCHIO CLASSIFICATION

▪ Rocchio forms a simple representative for each 
class: the centroid/prototype 

▪ Classification: nearest prototype/centroid

▪ It does not guarantee that classifications are 
consistent with the given training data

Sec.14.2
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ROCCHIO CLASSIFICATION

Little used outside text classification

 It has been used quite effectively for text 
classification

 But in general worse than Naïve Bayes

Again, cheap to train and test documents

Sec.14.2

33



K NEAREST NEIGHBOR CLASSIFICATION

kNN = k Nearest Neighbor

To classify a document d:

Define k-neighborhood as the k nearest 
neighbors of d

Pick the majority class label in the k-
neighborhood

Sec.14.3

34



QUIZ: K=6 (6NN)

◼ What is the class of     ?

Government

Science

Arts

Sec.14.3
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NEAREST-NEIGHBOR LEARNING

 Learning: just store the labeled training examples D

 Testing instance x (under 1NN):
 Compute similarity between x and all examples in D.

 Assign x the category of the most similar example in D.

 Does not compute anything beyond storing the examples

 Also called:
 Case-based learning

 Memory-based learning

 Lazy learning

 Rationale of kNN: contiguity hypothesis

Sec.14.3
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K NEAREST NEIGHBOR

Using only the closest example (1NN) subject to 
errors due to:
 A single atypical example. 

 Noise (i.e., an error) in the category label of a single 
training example.

More robust: find the k examples and return the 
majority category of these k

 k is typically odd to avoid ties; 3 and 5 are most 
common

Sec.14.3
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KNN DECISION BOUNDARIES

Government

Science

Arts

Boundaries 

are in 

principle 

arbitrary 

surfaces –

but usually 

polyhedra

kNN gives locally defined decision boundaries between

classes – far away points do not influence each classification decision 

(unlike in Naïve Bayes, Rocchio, etc.)

Sec.14.3
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ILLUSTRATION OF 3 NEAREST NEIGHBOR FOR TEXT

VECTOR SPACE

Sec.14.3
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3 NEAREST NEIGHBOR VS. ROCCHIO

▪ Nearest Neighbor tends to handle polymorphic 
categories better than Rocchio/NB. 
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KNN: DISCUSSION

 No feature selection necessary

 No training necessary

 Scales well with large number of classes

 Don’t need to train n classifiers for n classes

 Classes can influence each other

 Small changes to one class can have ripple effect

 May be expensive at test time

 In most cases it’s more accurate than NB or Rocchio

Sec.14.3
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LET’S TEST OUR INTUITION

 Can a bag of words always be viewed as a vector 

space?

 What about a bag of features?

 Can we always view a standing query as a region 

in a vector space?

 What about Boolean queries on terms?

 What do “rectangles” equate to?

42



BIAS VS. CAPACITY – NOTIONS AND TERMINOLOGY

 Consider asking a botanist: Is an object a tree?

 Too much capacity (details), low bias
Botanist who memorizes

Will always say “no” to new object (e.g., different # 
of leaves)

 Not enough capacity, high bias (high 
abstraction)
Lazy botanist

Says “yes” if the object is green

 You want the middle ground
(Example due to C. Burges)

Sec.14.6
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KNN VS. NAIVE BAYES

Bias/Variance tradeoff

 Variance ≈ Capacity

 kNN has high variance and low bias.

 Infinite memory

NB has low variance and high bias.

 Linear decision surface (hyperplane – SVM)

Sec.14.6
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BIAS VS. VARIANCE: 
CHOOSING THE CORRECT MODEL CAPACITY

Sec.14.6
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SUMMARY: REPRESENTATION OF

TEXT CATEGORIZATION ATTRIBUTES

▪ Representations of text are usually very high 
dimensional

▪ High-bias algorithms that prevent overfitting 
should generally work best in high-dimensional 
space

▪ For most text categorization tasks, there are 
many relevant features and many irrelevant 
ones
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WHICH CLASSIFIER DO I USE FOR A GIVEN TEXT

CLASSIFICATION PROBLEM?

▪ Is there a learning method that is optimal for all text 
classification problems?

▪ No, because there is a tradeoff between bias and 
variance.

▪ Factors to take into account:

▪ How much training data is available?

▪ How simple/complex is the problem? (linear vs. nonlinear 
decision boundary)

▪ How noisy is the data?

▪ How stable is the problem over time?

▪ For an unstable problem, its better to use a simple and robust 
classifier. 47



PROBABILISTIC

INFORMATION RETRIEVAL



WHY PROBABILITIES IN IR?

User 
Information Need

Documents
Document

Representation

Query
Representation

How to match?

In traditional IR systems, matching between each document and

query is attempted in a semantically imprecise space of index terms.

Probabilities provide a principled foundation for uncertain reasoning.

Can we use probabilities to quantify our uncertainties?

Uncertain guess of

whether document 

has relevant content

Understanding

of user need is

uncertain
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PROBABILISTIC IR TOPICS

 Classical probabilistic retrieval model

 Probability ranking principle, etc.

 (Naïve) Bayesian Text Categorization 

 Bayesian networks for text retrieval

 Language model approach to IR

 An important emphasis in recent work

 Probabilistic methods are one of the oldest but also 
one of the currently hottest topics in IR.

 Traditionally: neat ideas, but they’ve never won on 
performance. It may be different now.

50
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THE DOCUMENT RANKING PROBLEM

 We have a collection of documents

 User issues a query

 A list of documents needs to be returned

 Ranking method is core of an IR system:

 In what order do we present documents to the 

user?

 We want the “best” document to be first, second best 

second, etc….

 Idea: Rank by probability of relevance of 

the document w.r.t. information need

 P(relevant|documenti, query)
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RECALL A FEW PROBABILITY BASICS

 For events a and b:

 Bayes’ Rule

 Odds:
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THE PROBABILITY RANKING PRINCIPLE

“If a reference retrieval system's response to each 

request is a ranking of the documents in the collection 

in order of decreasing probability of relevance to the 

user who submitted the request, where the 

probabilities are estimated as accurately as possible 

on the basis of whatever data have been made 

available to the system for this purpose, the overall 

effectiveness of the system to its user will be the best 

that is obtainable on the basis of those data.”

 [1960s/1970s] S. Robertson, W.S. Cooper, M.E. Maron; 

van Rijsbergen (1979:113); Manning & Schütze (1999:538) 53



PROBABILITY RANKING PRINCIPLE

Let x be a document in the collection. 

Let R represent  relevance of a document w.r.t. given (fixed) 

query and let NR represent non-relevance.

)(

)()|(
)|(

)(

)()|(
)|(

xp

NRpNRxp
xNRp

xp

RpRxp
xRp

=

=

p(x|R), p(x|NR) - probability that if a relevant (non-relevant)

document is retrieved, it is x.

Need to find p(R|x) - probability that a document x is relevant.

p(R),p(NR) - prior probability

of retrieving a (non) relevant

document

1)|()|( =+ xNRpxRp

R={0,1} vs. NR/R
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PROBABILITY RANKING PRINCIPLE

(PRP)

 Simple case: no selection costs or other utility 
concerns that would differentially weight errors

 Bayes’ Optimal Decision Rule

 x is relevant iff p(R|x) > p(NR|x)

 PRP in action: Rank all documents by p(R|x)

 Theorem:

 Using the PRP is optimal, in that it minimizes the 
loss (Bayes risk) under 1/0 loss

 Provable if all probabilities correct, etc.  [e.g., Ripley 
1996] 55



PROBABILITY RANKING PRINCIPLE

 More complex case: retrieval costs.

 Let d be a document

 C - cost of retrieval of relevant document

 C’ - cost of retrieval of non-relevant document

 Probability Ranking Principle: if

for all d’ not yet retrieved, then d is the next 

document to be retrieved

 We won’t further consider loss/utility from 

now on

))|(1()|())|(1()|( dRpCdRpCdRpCdRpC −+−+
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PROBABILITY RANKING PRINCIPLE

 How do we compute all those probabilities?

 Do not know exact probabilities, have to use estimates 

 Binary Independence Retrieval (BIR) – which we 

discuss later today – is the simplest model

 Questionable assumptions

 “Relevance” of each document is independent of 

relevance of other documents.

 Really, it’s bad to keep on returning duplicates

 Boolean model of relevance

 That one has a single step information need

 Seeing a range of results might let user refine query

57



PROBABILISTIC RETRIEVAL STRATEGY

 Estimate how terms contribute to relevance

 How do things like tf, df, and length influence your 

judgments about document relevance? 

 One answer is the Okapi BM25 (S. Robertson)

 Combine to find document relevance probability

 Order documents by decreasing probability 
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PROBABILISTIC RANKING

Basic concept:

"For a given query, if we know some documents that are 

relevant, terms that occur in those documents should be 

given greater weighting in searching for other relevant 

documents.

By making assumptions about the distribution of terms 

and applying Bayes Theorem, it is possible to derive 

weights theoretically."

Van Rijsbergen
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BINARY INDEPENDENCE MODEL

 Traditionally used in conjunction with PRP

 “Binary” = Boolean: documents are represented 

as binary incidence vectors of terms (cf. lecture 1):



 iff term i is present in document x.

 “Independence”: terms occur in documents 

independently  

 Different documents can be modeled as same vector

 Bernoulli Naive Bayes model (cf. text 

categorization!)

),,( 1 nxxx 

=

1=ix
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BINARY INDEPENDENCE MODEL

 Queries: binary term incidence vectors

 Given query q, 

 for each document d need to compute p(R|q,d).

 replace with computing p(R|q,x) where x is binary 

term incidence vector representing d 

 Interested only in ranking

 Will use odds and Bayes’ Rule:
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BINARY INDEPENDENCE MODEL

• Using Independence Assumption:


=
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BINARY INDEPENDENCE MODEL


=

=
n

i i

i

qNRxp

qRxp
qROdqRO
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• Since xi is either 0 or 1:
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• Let );,|1( qRxpp ii == );,|1( qNRxpr ii ==

• Assume, for all terms not occurring in the query (qi=0) ii rp =

Then...
This can be 

changed (e.g., in

relevance feedback)
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All matching terms
Non-matching 

query terms

BINARY INDEPENDENCE MODEL

All matching terms
All query terms
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BINARY INDEPENDENCE MODEL

Constant for

each query

Only quantity to be estimated 

for rankings
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• Retrieval Status Value:


==== −

−
=

−

−
=

11 )1(

)1(
log

)1(

)1(
log

iiii qx ii

ii

qx ii

ii

pr

rp

pr

rp
RSV 65



BINARY INDEPENDENCE MODEL

•All boils down to computing RSV.
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So, how do we compute ci’s from our data ?
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BINARY INDEPENDENCE MODEL

• Estimating RSV coefficients.

• For each term i look at this table of document counts:

Document Relevant Non-Relevant Total 

Xi=1 s n-s n 

Xi=0 S-s N-n-S+s N-n 

Total S N-S N 
 

 

S

s
pi 

)(

)(

SN

sn
ri

−

−


)()(

)(
log),,,(

sSnNsn

sSs
sSnNKci

+−−−

−
=

• Estimates:

This is dfi!
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ESTIMATION – KEY CHALLENGE

 If non-relevant documents are approximated by the 

whole collection, then ri (prob. of occurrence in non-

relevant documents for query) is n/N and

 log (1– ri)/ri = log (N– n)/n ≅ log N/n = IDF!

 pi (probability of occurrence in relevant documents) 

can be estimated in various ways:

 from relevant documents if know some

 Relevance weighting can be used in feedback loop

 constant (Croft and Harper combination match) – then 

just get idf weighting of terms

 proportional to prob. of occurrence in collection

 more accurately, the log of this (Greiff, SIGIR 1998)
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ITERATIVELY ESTIMATING PI

1. Assume that pi constant over all xi in query

 pi = 0.5 (even odds) for any given doc

2. Determine a guess of relevant document set:

 V is fixed size set of highest ranked documents on 
this model (note: now a bit like tf.idf!)

3. We need to improve our guesses for pi and ri, so

 Use distribution of xi in docs in V. Let Vi be set of 
documents containing xi

 pi = |Vi| / |V|

 Assume if not retrieved then not relevant 
 ri = (ni – |Vi|) / (N – |V|)

4. Go to 2. until converges then return ranking
69



PRP AND BIR

 Getting reasonable approximations of probabilities 

is possible.

 Requires restrictive assumptions:

 term independence

 terms not in query don’t affect the outcome

 boolean representation of 

documents/queries/relevance

 document relevance values are independent

 Some of these assumptions can be removed

 Problem: either require partial relevance information or 

only can derive somewhat inferior term weights
70
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LANGUAGE MODEL

 The Language Model Approach to IR

 Basic query generation model

 Alternative models
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STANDARD PROBABILISTIC IR

query

d1

d2

dn

…

Information 
need

document collection

matching

),|( dQRP
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IR BASED ON LANGUAGE MODEL (LM)

query

d1

d2

dn

…

Information 
need

document collection

generation

)|( dMQP 1dM

2dM

…

ndM
 A common search heuristic is to use words 

that you expect to find in matching 

documents as your query – Why? I saw 

Sergey Brin advocating that strategy on late 

night TV, so it must be good!

 The LM approach directly exploits that idea!
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FORMAL LANGUAGE (MODEL)

 Traditional generative model: generates strings

 Finite state machines or regular grammars, etc.

 Example: 

I wish

I wish

I wish I wish

I wish I wish I wish

I wish I wish I wish I wish

…

I wish (I wish)*
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STOCHASTIC LANGUAGE MODELS

 Models probability of generating strings in the 

language (commonly all strings over alphabet ∑)

0.2 the

0.1 a

0.01 man

0.01 woman

0.03 said

0.02 likes

…

the man likes the woman

0.2 0.01 0.02 0.2 0.01

multiply

Model M

P(s | M) = 0.00000008 
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STOCHASTIC LANGUAGE MODELS

 Model probability of generating any string

0.2 the

0.01 class

0.0001 sayst

0.0001 pleaseth

0.0001 yon

0.0005 maiden

0.01 woman

Model M1 Model M2

maidenclass pleaseth yonthe

0.00050.01 0.0001 0.00010.2

0.010.0001 0.02 0.10.2

P(s|M2)  >  P(s|M1)

0.2 the

0.0001 class

0.03 sayst

0.02 pleaseth

0.1 yon

0.01 maiden

0.0001 woman
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STOCHASTIC LANGUAGE MODELS

 A statistical model for generating text

 Probability distribution over strings in a given language

M

P (             | M ) = P (      | M ) 

P (     | M,     )

P (     | M,        )

P (     | M,           ) 78



UNIGRAM AND HIGHER-ORDER MODELS

 Unigram Language Models

 Bigram (generally, n-gram) Language Models

 Other Language Models

 Grammar-based models (PCFGs), etc.

 Probably not the first thing to try in IR

= P (     ) P (    |    ) P (    |       ) P (    |          )

P (    ) P (    )  P (    )   P (    )

P (             )

P (    ) P (    |    ) P (     |    )   P (    |    )

Easy.

Effective!
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USING LANGUAGE MODELS IN IR

 Treat each document as the basis for a model 

(e.g., unigram sufficient statistics)

 Rank document d based on P(d | q)

 P(d | q) = P(q | d)  x  P(d)  /  P(q)

 P(q) is the same for all documents, so ignore

 P(d) [the prior] is often treated as the same for all d

 But we could use criteria like authority, length, genre

 P(q | d) is the probability of q given d’s model

 Very general formal approach
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THE FUNDAMENTAL PROBLEM OF LMS

 Usually we don’t know the model M

 But have a sample of text representative of that model

 Estimate a language model from a sample

 Then compute the observation probability

P (               | M (                              ) )

M
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LANGUAGE MODELS FOR IR

 Language Modeling Approaches

 Attempt to model query generation process

 Documents are ranked by the probability that a 

query would be observed as a random sample 

from the respective document model

 Multinomial approach
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RETRIEVAL BASED ON PROBABILISTIC LM

 Treat the generation of queries as a random 
process.

 Approach

 Infer a language model for each document.

 Estimate the probability of generating the query 
according to each of these models.

 Rank the documents according to these probabilities.

 Usually a unigram estimate of words is used
 Some work on bigrams, paralleling van Rijsbergen
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RETRIEVAL BASED ON PROBABILISTIC LM

 Intuition

 Users …

 Have a reasonable idea of terms that are likely to occur in 
documents of interest.

 They will choose query terms that distinguish these 
documents from others in the collection.

 Collection statistics …

 Are integral parts of the language model.

 Are not used heuristically as in many other 
approaches.
 In theory. In practice, there’s usually some wiggle room for 

empirically set parameters
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QUERY GENERATION PROBABILITY (1)

 Ranking formula

 The probability of producing the query given the 

language model of document d using MLE is:
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Unigram assumption:
Given a particular language model, 
the query terms occur independently

),( dttf

ddl

: language model of document d

: raw tf of term t in document d

: total number of tokens in document d
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INSUFFICIENT DATA

 Zero probability

 May not wish to assign a probability of zero to a 

document that is missing one or more of the query 

terms [gives conjunction semantics]

 General approach

 A non-occurring term is possible, but no more likely 

than would be expected by chance in the collection.

 If                       ,

0)|( =dMtp

0),( =dttf

cs

cs

cf
Mtp t

d =)|(

tcf : raw count of term t in the collection

: raw collection size(total number of tokens in the collection)
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INSUFFICIENT DATA

 Zero probabilities spell disaster

 We need to smooth probabilities
 Discount nonzero probabilities

 Give some probability mass to unseen things

 There’s a wide space of approaches to smoothing 
probability distributions to deal with this 
problem, such as adding 1, ½ or  to counts, 
Dirichlet priors, discounting, and interpolation

 [See FSNLP ch. 6 or CS224N if you want more]

 A simple idea that works well in practice is to use 
a mixture between the document multinomial 
and the collection multinomial distribution
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MIXTURE MODEL

 P(w|d) = Pmle(w|Md) + (1 – )Pmle(w|Mc)

 Mixes the probability from the document with 

the general collection frequency of the word.

 Correctly setting  is very important

 A high value of lambda makes the search 

“conjunctive-like” – suitable for short queries

 A low value is more suitable for long queries

 Can tune  to optimize performance

 Perhaps make it dependent on document size (cf. 

Dirichlet prior or Witten-Bell smoothing)
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BASIC MIXTURE MODEL SUMMARY

 General formulation of the LM for IR

 The user has a document in mind, and generates the 

query from this document.

 The equation represents the probability that the 

document that the user had in mind was in fact this 

one.




+−=
Qt

dMtptpdpdQp ))|()()1(()(),( 

general language model

individual-document model
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EXAMPLE

 Document collection (2 documents)

 d1: Xerox reports a profit but revenue is down

 d2: Lucent narrows quarter loss but revenue 

decreases further

 Model: MLE unigram from documents;  = ½ 

 Query: revenue down

 P(Q|d1) = [(1/8 + 2/16)/2] x [(1/8 + 1/16)/2]

= 1/8 x 3/32 = 3/256

 P(Q|d2) = [(1/8 + 2/16)/2] x [(0 + 1/16)/2]

= 1/8 x 1/32 = 1/256

 Ranking: d1 > d2
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QUIZ:  IN THE MIXTURE MODEL

 Which of the following is incorrect about the 

purpose of  in the mixture model:

a)  balances the probability from the document 

with the probability from the whole collection.

b) A high value of  is suitable for short queries.

c) The use of  prevents zero probability disasters.

d)  can be tuned to optimize performance.
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LANGUAGE MODELS: PRO & CON

 Novel way of looking at the problem of text 
retrieval based on probabilistic language 
modeling

 Conceptually simple and explanatory

 Formal mathematical model

 Natural use of collection statistics, not heuristics (almost…)

 LMs provide effective retrieval and can be improved 
to the extent that the following conditions can be met
 Our language models are accurate representations of the 

data.

 Users have some sense of term distribution.*

 *Or we get more sophisticated with translation model
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COMPARISON WITH VECTOR SPACE

 There’s some relation to traditional tf.idf models:

 (unscaled) term frequency is directly in model

 the probabilities do length normalization of term 

frequencies

 the effect of doing a mixture with overall collection 

frequencies is a little like idf: terms rare in the 

general collection but common in some documents 

will have a greater influence on the ranking
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COMPARISON WITH VECTOR SPACE

 Similar in some ways

 Term weights based on frequency

 Terms often used as if they were independent

 Inverse document/collection frequency used

 Some form of length normalization useful

 Different in others

 Based on probability rather than similarity

 Intuitions are probabilistic rather than geometric

 Details of use of document length and term, 

document, and collection frequency differ
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 The main difference is whether “Relevance”

figures explicitly in the model or not

 LM approach attempts to do away with modeling 

relevance

 LM approach asssumes that documents and 

expressions of information problems are of the 

same type

 Computationally tractable, intuitively appealing

LM VS. PROB. MODEL FOR IR
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 Problems of basic LM approach

 Assumption of equivalence between document and 
information need representation is unrealistic

 Very simple models of language

 Relevance feedback is difficult to integrate, as are 
user preferences, and other general issues of 
relevance

 Can’t easily accommodate phrases, passages, Boolean 
operators

 Current extensions focus on putting relevance 
back into the model, etc.

LM VS. PROB. MODEL FOR IR
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PROBABILISTIC RELEVANCE FEEDBACK

 Rather than reweighting in a vector space…

 If user has told us some relevant and some 

irrelevant documents, then we can proceed to 

build a probabilistic classifier, such as a Naive 

Bayes model:

 P(tk|R) = |Drk| / |Dr|

 P(tk|NR) = |Dnrk| / |Dnr|

 tk is a term; Dr is the set of known relevant 

documents; Drk is the subset that contain tk; Dnr is the 

set of known irrelevant documents; Dnrk is the subset 

that contain tk.
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PROBABILISTIC RELEVANCE FEEDBACK

1. Guess a preliminary probabilistic description of 

R and use it to retrieve a first set of documents 

V, as above.

2. Interact with the user to refine the description: 

learn some definite members of R and NR

3. Reestimate pi and ri on the basis of these

 Or can combine new information with original 

guess (use Bayesian prior):

4. Repeat, thus generating a succession of 

approximations to R. 
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