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NEXT-GEN IR (OPEN-DOMAIN QA) WORKFLOW
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KBQA (GOOGLE SEARCH)
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OPEN-DOMAIN QA (NEW BING)
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QUIZ (NEW BING SEARCH)
¢ Besides taking the summary from retrieved 

documents and possible facts from KB as input, 
what else should the New Bing search engine 
take as input to generate the result that we see 
now?
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LANGUAGE MODELS

¢ Unigram Language Model:
� P(w1, w2, …, wn) = P(w1) * P(w2) * … * P(wn)

¢ Bigram Language Model: 
� P (w1, w2, …, wn)  = P(w1) * P(w2 | w1) * … * P(wn | wn-1)

¢ Exponential Language Model:

� Z is a partition function (normalization), a is a params 
vector, f is a feature function.
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LANGUAGE MODELS

¢ Neural network language model
� Use continuous representation (embeddings) of words 

to make predictions

� the network is trained to predict a probability 
distribution over the vocabulary, given some 
linguistic context.

� The context (bag of words) may be:
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ENCODER-DECODER (SEQ2SEQ) MODEL

¢ Input/output are sequences of words
¢ State is an internal representation of the input (a 

vector)
¢ Ubiquitous in NLG applications:

� Machine translation
� Text summarization
� Dialogue systems
� Question answering
� etc.
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ENCODER-DECODER (SEQ2SEQ) MODEL
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QUIZ (ENCODER-DECODER ARCHI)
¢ What is considered the intermediate state in this 

picture?
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RECURRENT NEURAL NETWORK

¢ Basic RNN architecture:

¢ RNN tends to forget long-term dependencies:
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LONG SHORT-TERM MEMORY (LSTM)
¢ Basic RNN unit:

¢ LSTM unit (Input, output and forget gates):
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LONG SHORT-TERM MEMORY (LSTM)
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LARGE LANGUAGE MODELS

¢ Foundational machine learning models
¢ Trained by deep neural network algorithms
¢ Contain multiple layers of neural networks, like 
recurrent layers, feedforward layers, embedding
layers, and attention layers
� Embedding layer: convert a word into high-dimensional 

vector representation – syntactic and semantic information 
of words

� Feedforward layer: non-linear transformation of the input 
embeddings

� Recurrent layer: process sequence of words, long-range 
dependencies

� Attention layer: focus selectively on different part of the 
input sequence 16



EXAMPLES OF LARGE LANGUAGE MODELS

¢ Transformer
¢ BERT (Bidirectional Encoder Representations 

from Transformers)
¢ GPT (Generative Pre-trained Transformer)
¢ XLNet
¢ RoBERTa (Robustly Optimized BERT 

Pretraining Approach)
¢ T5 (Text-to-Text Transfer Transformer)
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TRANSFORMER

¢ Attention is all you need!
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QUIZ: TRANSFORMER

¢ Can you think of a disadvantage of the 
transformer encoder?

19



BERT
¢ Transformer encoder only
¢ For classification, not generation
¢ Pretrained on unlabeled text corpus

� Task 1: Masked language model (MLM)
� Task 2: Next sentence prediction (NSP)

¢ Fine-tuned on task-specific data
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BERT
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50% of the next sentence is true, other 50% 
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GPT
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GPT
Model Architecture Parameter 

count Training data Release date

GPT-1
12-level, 12-headed 
Transformer decoder (no 
encoder)

117 million
BookCorpus: 4.5 
GB of text, from 
7000 unpublished 
books.

June 11, 2018

GPT-2 GPT-1, but with modified 
normalization 1.5 billion

WebText: 40 GB of 
text, 8 million 
documents, from 
45 million 
webpages upvoted 
on Reddit.

February 14, 2019

GPT-3 GPT-2, but with modification 
to allow larger scaling 175 billion

570 GB plaintext, 
0.4 trillion tokens. 
Mostly 
CommonCrawl, 
WebText, English 
Wikipedia, and 
two books corpora

June 11, 2020

GPT-4
Also trained with both text 
prediction and RLHF; 
accepts both text and images 
as input. 

Undisclosed Undisclosed March 14, 2023
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TEXT SUMMARIZATION

¢ Text summarization is classified into two types —
Extractive and Abstractive Summarization.

¢ Extractive Summarization: The extractive text 
summarization process extracts the main points of a 
text without any alteration to those points and 
rearranging the order of that points and the grammar 
to get the soul out of the summary.

¢ Abstractive Summarization: The Abstractive 
methods use advanced techniques to get a whole new 
summary. Some parts of this summary might not 
even appear within the original text.
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SUMMARZATION DATASET

¢ CNN/DailyMail (312k instances)

¢ Xsum (226k instances)
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CNN/DM DATASET

¢ Article length:

¢ Summary length:
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EVALUATION METRIC

¢ BLEU Score
� “bilingual evaluation understudy”
� BLEU scores range from 0 and 1. 
� If predicted and original text is a similar score close to 1 and 

vice-versa.

¢ ROUGE Score
� “Recall-Oriented Understudy for Gisting Evaluation”
� ROUGE-1 refers to the overlap of unigram (each word) between 

the system and reference summaries.
� ROUGE-2 refers to the overlap of bigrams between the system 

and reference summaries.
� ROUGE-L: Longest Common Subsequence (LCS) based 

statistics. The longest common subsequence problem takes into 
account sentence-level structure similarity naturally and 
identifies the longest cooccurring in sequence n-grams 
automatically.
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EVALUATION METRICS

¢ Normally we present ROUGE-F1 scores, which is 
calculated as we learned before.
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A BASELINE LSTM APPROACH
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BASELINE PREDICTED SUMMARIES

30Summary is non-sensical and repeating the same words



ADDING ATTENTION

31

Cross attention mechanism allows the model to focus and place more 
“Attention” on the relevant parts of the input sequence as needed.



ADDING POINTER GENERATOR
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ADDING COVERAGE

¢ To alleviate repetition problem, we add a 
coverage vector:

¢ ct is the coverage vector at decoding timestep t,
and at is the attention distribution at timestep t.

¢ Intuitively, ct is a distribution over the source 
document words that represents the degree of 
coverage that those words have received from the 
attention mechanism so far. 33



RESULTS

¢ Model[1] is LSTM with attention
¢ Model[2] is LSTM with attention and pointer-

generator
¢ Model[3] is LSTM with attention, pointer 

generator and coverage
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BART
¢ “Bidirectional auto-regressive transformer”
¢ Uses standard transformer encoder-decoder 

architecture
¢ 3 key ideas:

� bidirectional encoding (like BERT)
� auto-regressive decoding (like GPT)
� noising transformation for pretraining:
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CASE STUDY (A STUDENT ESSAY)
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BART VS. T5 VS. PEGASUS
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GPT-3 VARIANTS
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LIMITATIONS

¢ Can’t handle very long input texts
¢ Can’t control the summary length very well
¢ Sometimes summary contains non-facts or 

hallucinations
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QUIZ: MULTI-DOC SUMMARIZATION

¢ We have covered single document summarization, 
what shall we do if we want to summarize 
multiple documents? 
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COMPLEX KBQA
¢ A knowledge base is a graph containing edges (subject, 
relation, object)

¢ A question such as: 
� “Who is the first wife of TV producer that was nominated for 

The Jeff Probst Show?”
� Answer: Shelley Wright
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CHALLENGES OF COMPLEX KBQA
¢ Multi-hops
¢ Constrained relations
¢ Numerical operations
¢ Combinations of the above

42



BENCHMARK DATASETS

43LF: Logical Forms        NL: Rewrite LF in Natural Language



EVALUATION METRICS

¢ Reliability
� Precision, Recall and F1
� Hits@1 

¢ Robustness
� GrailQA dataset (Gu et al.)
� three levels of generalization: i.i.d., compositional, 

zero-shot

¢ System-user interaction 44



SEMANTIC PARSING APPROACH
¢ This category of methods aims at parsing a 

natural language utterance into logic forms. 
They predict answers via the following 
steps:

1. Parse the natural language question into an 
uninstantiated logic form (e.g. 
a SPARQL query template), which is a 
syntactic representation of the question 
without the grounding of entities and 
relations.

2. The logic form is then instantiated and 
validated by conducting some semantic 
alignments to structured KBs via KB 
grounding (obtaining, for example, an 
executable SPARQL query).

3. The parsed logic form is executed against 
KBs to generate predicted answers. 45
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CHALLENGES & SOLUTIONS
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INFORMATION RETRIVEAL BASED
APPROACH

¢ IR-based methods directly retrieve and rank 
answers from the KBs considering the 
information conveyed in the questions. They 
consist of the following steps:

1. Starting from the topic entity, the system first 
extracts a question-specific graph from KBs, 
ideally including all question-related entities 
and relations as nodes and edges.

2. Next, the system encodes input questions into 
vectors representing reasoning instructions.

3. A graph-based reasoning module conducts 
semantic matching via vector-based 
computation to propagate and then aggregate 
the information along the neighboring entities 
within the graph.

4. An answer ranking module is utilized to rank 
the entities in the graph according to the 
reasoning status at the end of the reasoning 
phase. The top-ranked entities are predicted as 
the answers to the question. 47



CHALLENGES & SOLUTIONS
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OPEN-DOMAIN QA (THE NEW BING)
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NEXT-GEN GPT
¢ Prompt-based Models: GPT-3, GPT-3.5, GPT-4
¢ User enters a prompt, system returns with a 

completion:

¢ Model generates the remaining tokens given the 
prompt as a “context”. 50



PROMPT-ENGINEERING

¢ Finding the best prompt for a task is a “witchcraft”.
¢ In-context learning by demonstrations:

� Sentiment classification task

� Gold labels are not necessary! 51



QUIZ (PROMPT-ENGINEERING)
¢ Can you produce a prompt for doing English-to-

Chinese (or English to any other language) 
translation on GPT-3, using few-shot in-context 
learning?
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PROMPT-TUNING
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PROMPT-TUNING

¢ Automatically generate “soft” prompts or a 
sequence of embeddings:
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CHATGPT (INSTRUCTGPT)
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“Proximal Policy Optimization”



EVALUATIONS
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EVALUATIONS
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LIMITATIONS OF CHATGPT
¢ Produce nonsense text

� there’s no source of truth in reinforcement learning
¢ Excessive moderation

� the question may contain no problem but the model 
refuses to answer

¢ Doesn’t learn the gold answer
� answer may not be as accurate as an expert would 

like
¢ Repetition of sentence or part of a sentence

� bias toward long answers written by human experts
� overlearning
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UX DESIGN
¢ Search or Chat?
¢ Need to smoothly transition between Search and Chat modes based on the 

user’s intent and preference.
¢ This is as important as the Prometheus framework.
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