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Abstract—Due to the limitation of radio spectrum resource and
fast growing of wireless applications, careful channel allocation
is highly needed to mitigate the performance degradation of
wireless networks because of interference among different users.
While most of the existing works consider allocating fixed-
width channels, combining contiguous channels may provide an
alternative way to better utilize the available channels. In this
paper, we study the problem of adaptive-width channel allocation
from a game-theoretic point of view, in which the nodes are
rational and always pursue their own objectives. We first model
the problem as a strategic game, and show the existence of
Nash equilibrium (NE) , when there is no exogenous factor
to influence players’ behavior. We further propose a charging
scheme to influence the players’ behavior, by which the system
is guaranteed to converge to a Dominant Strategy Equilibrium
(DSE), a solution concept that gives participants much stronger
incentives. We show that, when the system converges to a
DSE, it also achieves global optimality, in terms of system-wide
throughput without starvation. Numerical results verify that with
our charging scheme, the system-wide throughput obtained is
higher as compared to the throughput obtained when system is
in NE.

I. INTRODUCTION

With the fast development of software defined radios, the
problem of channel allocation, which assigns radio interfaces
to available channels, is gaining increasing importance in
wireless networks. For example, the current IEEE 802.11 [12]
standard specifies several orthogonal channels (e.g., 3 such
channels in IEEE 802.11b/g and 12 in IEEE 802.11a). Due to
the limitation on the number of available channels, careful
channel allocation is needed to mitigate the performance
degradation of wireless networks because of interference
among different users.

A recent study [6] shows that the width of IEEE 802.11-
based communication channels can be changed adaptively
in software, even by using commodity Wi-Fi hardware. For
example, in communication between a pair of radio interfaces,
two contiguous 20 MHz channels can be combined into a 40
MHz channel to provide higher throughput. Although much
progress has been made in solving channel allocation problem
in the literature, this finding makes the channel allocation
problem more challenging— how to efficiently allocate radios
to channels with adaptive width?

This work was supported in part by US NSF grant 06-27074, US Army
Research Office grant W911NF-05-1-0246, and China NSF grants 60825205
and 61073152. The opinions, findings, conclusions, and recommendations
expressed in this paper are those of the authors and do not necessarily reflect
the views of the funding agencies or the governments.

978-1-4244-9921-2/11/$26.00 ©2011 |EEE

In this paper, we study the problem of adaptive-width
channel allocation from a game-theoretic perspective, in which
the nodes in the wireless network are rational and always
pursue their own objectives. We first model the problem as
a strategic game, and show the existence of Nash equilibrium
(NE), which is a fundamental solution concept from game
theory, when there is no exogenous factor to influence players’
behavior. However, NE does not provide an ideal solution
to the problem of adaptive-width channel allocation in many
cases. There are two reasons: (1) NE is not a very strong
solution concept. Specifically, when in a NE, a player of the
game has incentives to keep its equilibrium strategy only under
the assumption that all the other players are also keeping their
equilibrium strategies. When this assumption is not valid, NE
does not provide incentives for the game player. (2) More
importantly, NE is usually not socially efficient, which means
that the system performance is not optimized. Therefore, when
the system converges to one of the NEs, it could be the case
that some of the selfish players benefit at the cost of system
performance degradation.

To overcome the weaknesses of NEs, we further present
a charging scheme to influence the players’ behavior, by
which the system is guaranteed to converge to a Dominant
Strategy Equilibrium (DSE). DSE ensures each player always
has incentive to use the equilibrium strategy, regardless of
the other nodes’ strategies. We show that, when the system
converges to the DSE, global optimality is also achieved. Here,
by global optimality, we mean that the system-wide throughput
is maximized under the condition of no starvation. Therefore,
the DSE-based outcome is better than the above NE-based
outcome.

The contributions of this paper are as follows:

o To our knowledge, we are the first to study the problem of
adaptive-width channel allocation from a game-theoretic
perspective, and provide a strong solution.

« We model the problem of adaptive-width channel allo-
cation as a strategic game. The game model is general
enough to capture the properties of the adaptive-width
channel, and both single-radio and multi-radio nodes.

o We also present a charging scheme, for using the chan-
nels, to influence the players’ behavior. We prove that,
by using our charging scheme, the system is guaranteed
to converge to a DSE, in which global optimality is
achieved.
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The rest of the paper is organized as follows. In Section II,
we present our system model and game model for the adaptive-
width channel assignment problem, and recall solution con-
cepts used in this paper from game theory. In Section III, we
prove the existence of NE without exogenous influence. In
Section IV, we present a charging scheme to achieve a DSE
with global optimality. In Section V, we report the evaluation
results. In Section VI, we briefly review the related works.
Finally, we conclude the paper and point out potential future
works in Section VII.

II. MODEL AND SOLUTION CONCEPTS

In this section, we introduce our system model and game
model for the adaptive-width channel allocation problem, and
recall some useful solution concepts from game theory.

A. System Model

We consider a static wireless network, where each node is
equipped with one or multiple radio interfaces. We assume
these radios can be tuned to operate on channels of arbitrary
width. As in papers [8], [29], we assume that pairs of nodes
need to communicate with each other over a single hop, and
each node participates in only one of the communication
sessions. We assume that the communication pairs’ packets
are backlogged, which means that every communication pair
has infinite packets to send. We denote the set of commu-
nication pairs by N = {1,2,...,n}, where each element 4
has an identification number. In this paper, we assume the
identification numbers are 1 through n.

To communicate, a pair of nodes need to tune one or
multiple radios to their shared channel(s). We require that a
transmission must be between two radios, where one acts as
transmitter, and the other acts as receiver. So we only consider
the case in which both nodes of a communication pair allocate
the same number of radios to each of their shared channel(s).
A pair of nodes can have parallel transmissions between them,
if they both allocate more than one radios. Here, let each
communication pair ¢ € N have r; radio pairs (i.e., both of
the nodes have r; radios). The radio pair distribution vector is
denoted by R = (r1,72,...,7n).

We assume there is a set of contiguous, orthogonal (non-
interfering), and homogenous channels (e.g., 3 such channels
in IEEE 802.11b/g and 12 in IEEE 802.11a), denoted by K.
The available channels are also numbered from 1 to |K].
We further assume that r; < |K|,Vi € N. As shown in
paper [6], off-the-shelf wireless radio can be tuned to a wider
channel combined by contiguous channels, and the bit-rate
on the combined channel is proportional to its bandwidth.
We consider MAC layer protocol used are CSMA/CA based
protocols (e.g., IEEE 802.11 standards). Let B denote the
bandwidth of a channel. We assume that we get a combined
channel with bandwidth AB by combining A contiguous chan-
nels. Let T(W,, N..) denote the effective aggregate throughput
on channel ¢, where ¢ can be a single channel or a set of
contiguous channels, W, is the bandwidth of channel ¢, and
N, is the number of radio pairs competing for c. Here, we
assume that all the N, radio pairs are using the same center

frequency and channel width. We leave the case in which
radio pairs can compete for partially overlapping channels,
to our future work. We assume that the effective aggregate
throughput T'(W,, N.) is a convex non-increasing function of
N, for N. > 0, when the width of channel W, is fixed (refer
to [4]); and T(W,, N.) is a concave non-decreasing function
of W, for W, > 0, when the number of competing radio pairs
N, is fixed (refer to [6]). If ¢ = @ or N, = 0, we define
T(W,, N.) = 0. Figure 1 illustrates the effective aggregate
throughput T'(W,, N..) as a function of channel bandwidth W,
and the number of competing radio pairs ..

Effective Aggregate Throughput
Effective Aggregate Throughput

Number of Radio Pairs Channel Bandwidth

(a) Fixed channel bandwidth W.. (b) Fixed number of competing radio

pairs Ne.

Fig. 1. Effective aggregate throughput T'(W,, N.) as a function of channel
bandwidth W, and the number of competing radio pairs N.

Since it is shown that the effective aggregate throughput on
a channel c can be shared equally among the radio transmitters
using that channel [4], [5], we assume that each radio pair on
channel ¢ gets a throughput T'(W,, N..)/N., when ¢ # ) and
N, > 0.

In this paper, we only consider a single collision domain,
wherein all transmissions on the same channel will collide with
each other. Extending our work to multiple collision domains
is left for future study. We assume there is a common control
channel, on which the nodes can communicate with each other
without involving other nodes as intermediate relays.

B. Game Model

We model the problem of adaptive-width channel allocation
as a strategic game, namely channel allocation game.

In the channel allocation game, we consider the set IV of
communication pairs as players. In the rest of the paper, we use
player and communication pair interchangeably. We assume
players do not collude/cooperate with each other. Each player
1 € N has r; radio pairs. The strategy of a player ¢ € N is its
radio-channel allocation vector:

8i = (8i,15 8,2y s Siyes --~>5i,\K’\)7

where K’ is a set of reorganized channels including single
(original) channels and combined channels:

U c=K,

ceK’

ey

and s; . is the number of radio pairs that player ¢ allocates
on a channel ¢ € K’'. The reorganized channels in K’ are
also numbered from 1 to |K’|. In this paper, we do not
consider the case in which the nodes cooperatively decide
how to reorganize the channels. This cooperation leads to a
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coalitional game. Instead, we assume that K’ is computed,
independent of players strategies, by the system administrator,
and then broadcasted to the players via the control channel.
We leave the problem of channel allocation in cooperative
wireless network to our future work. In contrast to the process
of channel reorganization, channel allocation is done in a
distributed manner.

The strategy profile s is a matrix composed of all the
players’ strategies:
)

s = (81,82, ..., S

As a notational convention, s_; represents the strategy profile
of all players except player i. Note that s = (s;,5_;) is a
complete strategy profile, in which player ¢ takes strategy s;
and the other players take strategy profile s_;.

.E -
] P3 ‘
S| P3| P2
e | |P1| P1
2
£ c1 c2 C3 Channels
Z e
[+ c2

Fig. 2. A toy example of channel allocation, where N = {P1, P2, P3},
K’ ={c|,c4} (here, ¢} = {e1}, b = {c1,c2}), and r1 =ry =73 =2.

Figure 2 shows an example of channel allocation, with 3
players N = {P, P, P3} and 3 original channels K =
{c1,¢2,c5}. Each player has 2 radio pairs. Channel 2 and
channel 3 are combined into a larger channel, resulting in
a new channel set K/ = {c|,c,}, where ¢ = {c1} and
ch, = {ec1,ca}. In Figure 2, player 1 places its 2 radio pairs on
channel ¢} and the combined channel ¢}, respectively; player
2 only use 1 radio pair and tunes it to the combined channel
ch; player 3 tune both of its radio pairs to ¢;. Hence, the
strategies taken by the players are: s; = (1,1), so = (0,1),
and s3 = (2,0).

Given a strategy profile s, the number of radio pairs used
by a player ¢ cannot be larger than its “radio constraint”:

> sie<m,VieN. )
ceK’

Here, the inequality indicates that it is not necessary for a
player to use up all its radio pairs. Similarly, the number of
radio pairs competing for a channel c is:

Ne(s) =Y sie. 3)
i€EN
Hence, the throughput a player ¢ gets from a channel c is:

Sic

N.(s)

Ti,c(s) = : T(WcaNc(S))a @

and the total throughput a player 7 gets is:

Ti(s) = Y Tiels). (5)

ceEK’

Finally, the system throughput is:

T(s)=> Ti(s)= Y T(We,Ne(s)). (6)
€N ceK’
We assume that the players are rational and their objective
is to maximize their own utilities. We denote the utility of a
player i € N by u;:

ui(s) = vi(s) — pi(s), @)

where v;(s) is player 4’s valuation on the outcome of the
strategy profile s, and p;(s) is a charge for using the channels.
For simplicity, we assume the valuation is proportional to the
player’s throughput:

vi(s) = aT;(s), (8)

where « is a positive constant coefficient. A well-designed
charging formula can influence players’ strategies and achieve
good system-wide performance. In Section III, we study
the NE the system converges to when there is no charging
scheme to influence players’ strategies (i.e., p;(s) = 0). In
Section IV, we present a charging scheme, and show that the
system converges to a DSE, in which global optimality is also
achieved.

C. Solution Concepts

In this section, we review some solution concepts used in
this paper from game theory.

Definition 1 (Nash Equilibrium [21]): A strategy profile s*
is a Nash Equilibrium of a strategic game, if for any player
i € N and any strategy s; # s7,

wi(sy,s%;) > wi(si, s;). 9

Definition 2 (Dominant Strategy Equilibrium [9], [21]):
A strategy profile s* is a dominant strategy equilibrium of a
strategic game, if for any player ¢+ € IV, any strategy s; # s;,
and any strategy profile of the other players s_;,

u;i(87,5-i) > ui(siy5-i). (10)

In reality, any practical solution to the channel allocation
game should satisfy some additional requirements. First of all,
there should not be any starvation. Second, it should satisfies
social efficiency, which means that the system-wide throughput
should be maximized. Integrating these two requirements, we
define the concept of global optimality for a solution'.

Definition 3: (Global Optimality) In a channel allocation
game, suppose that s* is a strategy profile of channel allo-
cation. We say s* is globally optimal if the following two
requirements are met:

1) No starvation: T;(s*) > 0,Vi € N.

2) Social efficiency: T'(s*) > T'(s),Vs # s*, if s satisfies

requirement (1).

We note that the globally optimal channel allocation might
not be unique. But all globally optimal channel allocations
have the same system-wide throughput.

'Our definition of global optimality is slightly different from a traditional
definition, which usually considers the optimization of a single metric (e.g.,
throughput).
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III. EXISTENCE OF NASH EQUILIBRIUM

In this section, we study the existence of Nash equilibrium,
when there is no charging scheme to influence players’ strate-
gies. Hence, each player’s objective becomes solely maximiz-
ing its throughput:

u;(s) = aT;(s).

We present an algorithm to compute a NE channel allocation
strategy profile. The Nash equilibrium approach in this section
is obtained using some modifications to the Nash equilibrium
scheme in [8].

Due to space limitations, we omit the proofs in this paper.
Please refer to an extended version of the paper [27] for details
of our proofs.

A. Computing NE

Since contiguous channels can be combined into a wider
channel in our model, we require that the computed set of
reorganized channels should contain all the original channels.

Algorithm 1 Algorithm for computing a NE channel alloca-
tion strategy profile.
Input: A set of nodes N, a set of channels K, and a vector
of radio pair distribution R.
Output: A channel allocation strategy profile s* and a set of
reorganized channels K*.
1. K* «— (; s* «— OIVLIKL
2: if )7,y i < |K| then

3 q— HK‘/ZieN”J; d « |K| mod ZieNTi'

4 k1.

s: forj=1to)  \rido

6: if ;7 < d then

7 K*—K*U{{k,....,k+qgthi k—k+qg+1
8 else

9 K*—~K*U{{k,....k+q—-1}}; k—k+q.

10: end if
11:  end for

12: else

13 K*+— K.

14: end if

15: for all : € N do

16:  for j =1 tor; do

17: ¢« argmin(N.(s)).
ceEK*

18: sp.— L

19:  end for

20: end for

21: return s* and K*.

Algorithm 1 shows the pseudo-code of our algorithm for
computing a NE channel allocation strategy profile. In lines
2-14, we reorganize the channels by combining contiguous
channels, if the total number of radio pairs is less than that of
the channels, such that ), r; > [K*|. In this case, we cre-
ate d combined channels, each containing || K[/, n 7] +1
original channels, and ) ienTi —d (combined) channels, each
containing [|K|/ >,y 7] original channels. In lines 15-20,

we evenly distribute all the radio pairs to the reorganized
channels, and ensure that each player has at most 1 radio pair
on any channel. Here, argmin() function is a deterministic
function. When there is a tie, the function return the channel
with the smallest identification number. Finally, the algorithm
returns a NE channel allocation strategy profile s* and a set
of reorganized channels K™.

B. Analysis

In this section, we prove that the channel allocation strategy
profile s* computed by Algorithm 1 is a NE on the set of
reorganized channels K*. We distinguish two cases in our
analysis.

1) > ien i <|K|: The total number of radio pairs is less
than the number of channels.

2) > ;enTi > |K|: The total number of radio pairs is no
less than the number of channels.

We first consider the case, where the total number of radio
pairs is less than the number of channels, i.e., Zie NTi <
|K|. Considering the properties of the effective aggregate
throughput function T'(W,, N.), to maximize the system-wide
throughput, we should combine the original channels into
> icn Ti channels and allocate one radio pair to each of the
reorganized channels. Due to the concavity of the effective
aggregate throughput function T'(W,, N.) when N, is fixed,
the maximal system-wide throughput is achieved only when
the original channels are evenly distributed into the combined
channels:

max{We|c € K*} —min{W,|ce K*} <B. (11)

We also show that it is a NE by allocating one radio pair to
each of the reorganized channels in K™*.

Lemma 1: When ), 7; < |K|, channel allocation s* on
channel set K* is a Nash equilibrium, if N.(s*) = 1,Vc € K*.

When .y < |K|, we have ), nr; = |K*|, and
Algorithm 1 allocates exactly one radio pairs to each channel
in K*. Therefore, s* and K* computed by Algorithm 1 satisfy
Lemma 1, when ).\ 75 < |K|.

We now consider the other case, where the total number of
radio pairs is no less than that of the channels, i.e., Zie NTi 2>
|K|. In this case, we do not combine any channel (K* = K).
A sufficient condition for NE was shown in [8]:

Lemma 2: [8] When ), r; > | K|, a channel allocation
s* on channel set K* is a Nash equilibrium, if it satisfies the
following two conditions:

1) |[N.— No| <1,Ve,c € K*.

2) sj.<1,Vie N,Vce K*.

Noting that line 17 and line 18 of Algorithm 1 indicate the
two conditions in Lemma 2, respectively, s* and K* computed
by Algorithm 1 also satisfy the sufficient condition shown in
Lemma 2, when .\ 7 > |K|.

Combining Lemma 1 and Lemma 2, we can get the follow-
ing conclusion.

Theorem 1: The channel allocation strategy profile s* com-
puted by Algorithm 1 is a NE on channel set K™*.
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IV. ACHIEVING GLOBAL OPTIMALITY

As we have mentioned, NE has its weaknesses, and global
optimality may not be achieved in NEs. Figure 3 shows
an example, in which global optimality can be achieved by
using another channel allocation, instead of the NE channel
allocation computed in the previous section.

< <]

g 5

A A

.2 =1

= =

g P2|P3|P3 — g

e P1|P1|P2 ° P1|P2|P3

(] Q

E o < 3 Channels E o c 03 Channels
Z Z

Fig. 3.  An example of channel allocations, showing that system-wide

throughput achieved by NE (left) can be improved by minimizing the number
of players on each channel, using a better channel allocation (right). Here
N = {Pl,PQ,P;;}, K = {01,02,03}, and TL =T =73 = 2.

In this section, we overcome NE’s weaknesses by introduc-
ing a carefully designed charging scheme, by which the system
is guaranteed to achieve DSE. Hence, each player’s objective
is maximizing its utility, which is the difference between the
player’s valuation on its throughput and the charge for using
the channels:

ui(s) = aTy(s) — pi(s).

We also show that the DSE achieves the global optimality in
terms of system-wide throughput, under the condition of no
starvation.

In [29], the authors presented a charging scheme, which also
ensures the system converges to DSE with global optimality?.
However, their solution does not consider adaptive-bandwidth
channels. Thus some of the channels are left unused if the
number of radio pairs is less than that of the channels.
Furthermore, when the other players follow the DSE channel
allocation strategy profile, a player’s utility is always non-
positive, which may hurt the player’s incentives to participate
the channel allocation game. In contrast, we propose a charg-
ing scheme to guarantee that a player can always get positive
utility by following the DSE strategy, no matter what strategies
the other players take.

12)

A. Charging Scheme

Our objective is to make the system converge to a globally
optimal channel allocation. However, if we allow the players to
choose the channels arbitrarily, most likely the system would
either not converge at all, or converge to an state that is not
globally optimal, as shown in the previous section. Therefore,
we need to introduce a scheme in order to influence the
strategies of the players. Here the scheme we use is to charge
the players for using the channels.

As in the literature (e.g., [7], [25], [30]-[32]), we assume
that there is a virtual currency in the system. Each player has
to pay some virtual money to the system administrator based

2In [29], the authors proved that the achieved equilibrium is a Strongly
Dominant Strategy Equilibrium, which is a subset of DSE.

on the outcome of the channel allocation game. We regard this
charge as the fee for using the channels.

We now assume that we have a globally optimal channel
allocation s* on channel set K*. 3 (We will explain how to
compute s* in Section IV-B.)

In reality, a charging scheme for the channel allocation game
should satisfy some additional requirements.

1) The charge to each player should be non-negative. In

other words, the system administrator should not pay
out any virtual money for the channel allocation.

Vie N,p; > 0.

2) Given the globally optimal channel allocation s*, the
total charges should not be larger than the value of the
globally optimal system-wide throughput.

Z pi < aT'(s).
iEN
Before introducing the charging scheme, we need to define
a strategy subtraction operation “&” between two strategies of
a player ¢ on channel set K™*:
def
$i©5; = ((sic —

5;,(1 > 0) ? (5i7€ - Sli,c) : O)CEK*'

Here, the strategy subtraction operation calculates the dif-
ference between each pair of corresponding elements in the
two strategies. If the difference is not positive, then the
operation lets the result element be 0. Intuitively, the strategy
subtraction operation calculates the difference between two
channel allocation strategies, without resulting in any negative
number of radio pairs allocated onto a channel.

Let 3; denote the difference between player i’s strategy s;
and its strategy in the globally optimal channel allocation s*:
We now define the charge of player ¢ as follows:

pi(s) =« (T(si ©8i,5_4) — T(s) + T(s) + Tl(s)> , (14)

where
Ti(s) = > 81, T(We, 1), (15)
cEK*AN,(s)=5i,c
T = Y (55 Tman) . a9

ceK*

Intuitively, there are three parts within bigger parentheses in
the charging formula. The first part T'(s; © §;,5_;) — T(s)
calculates the degradation of system-wide throughput, if the
player ¢ deviate from s; by allocating extra radio pairs
specified in §; to the channels. We note that this part can

3Given a globally optimal channel allocation, a straightforward way to
enforce the channel allocation is to punish any deviating player with an
infinite charge. However, such an approach may hurt the players’ willingness
to participate the channel allocation game. For example, a player may
not deliberately deviate, but may happen to somewhat deviate from the
globally optimal channel allocation, because her information is incomplete or
inconsistent with others when computing the channel allocation. Therefore,
we present an alternative charging scheme in this paper.
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be negative if the player ¢ increases system-wide throughput
by using strategy s; instead of s}, when the other players take
strategy profile s_;. This happens when the player ¢ luckily
allocates an extra radio pair to a free channel (i.e., a channel
not occupied by any other player). The second part Tj(s)
represents the throughput got by the player ¢ using extra radio
pairs specified in §; on the free channel(s). Puting the first two
parts together, we get the throughput degradation on channels
that are not free. Since the second part cancels the possible
system-wide throughput increment achieved by player ¢ by
allocating radios to the free channels, we note that the sum
of first two parts is always non-negative. The third part Tz(s)
is the total throughput got by the extra radio pairs specified
in §;. We also note that, if s; = s}, then p; = 0; otherwise,
p; > 0.

Before showing that the channel allocation strategy profile
s* is a DSE on channel set K*, we first show the following
lemma.

Lemma 3: If a channel allocation strategy profile s* is
globally optimal on channel set K*, then s . € {0,1},Vi €
N,¥Vce K*.

Based on Lemma 3, we get the following theorem.

Theorem 2: If the above charging scheme is used, then it
is a DSE when each player ¢ takes channel allocation strategy
sy on channel set K*.

By Theorem 2, it is straightforward to conclude that, if s*
is a globally optimal channel allocation strategy profile, then
the DSE achieved is also globally optimal.

B. Globally Optimal Channel Allocation

To implement the DSE, every player must share the same
algorithm for computing the globally optimal channel alloca-
tion strategy profile s* and the set of reorganized channels K*.
In this section, we present an algorithm that requires perfect
information of the network. We assume every player can obtain
such information by broadcasting beacons, containing one’s
identification number and number of radio pairs, and listening
beacons from the other players, in the control channel.

Algorithm 2 shows the pseudo-code of our algorithm for
computing a globally optimal channel allocation strategy pro-
file. The first part of the algorithm (lines 2-14) is identical to
that of Algorithm 1, which reorganize the channels according
to the total number of radio pairs, such that ).\ 7 > [K™*|.
Next, the algorithm evenly distribute the players onto the
reorganized channels (lines 15-18). If the number of players is
less than that of the channels, the algorithm keeps allocating
each unoccupied channel with a player who still has unused
radio pair, until all the channels are occupied (lines 19-26). For
fairness, the algorithm tries to make every player has almost
the same number of radio pairs allocated, unless it does not has
sufficient number of radio pairs. Finally, the algorithm returns
a globally optimal channel allocation strategy profile s* and a
set of reorganized channels K*.

It is straightforward to see the correctness of Algorithm 2,
because the algorithm always fully utilizes all the channels and
causes minimal system-wide throughput degradation, while
ensuring that no player get starved.

Algorithm 2 Algorithm for computing a globally optimal
channel allocation strategy profile.
Input: A set of nodes NV, a set of channels K, and a vector
of radio pair distribution R.
Output: A channel allocation strategy profile s* and a set of
reorganized channels K*.
1. K* « (; Initialize s*.
2:if ), 7 < |K| then
3 q— [|K[/ > ienrils d = |K| mod >y i
4 k1.
s: forj=1to) i do
6
7
8
9

if ;7 < d then
K~ K*U{{k,....k+q¢}s k—k+qg+1.
else
: K*— K*U{{k,...,k+q—1}}; k —k+q.
10: end if
11:  end for
12: else
132 K*«— K.
14: end if
15: for all : € N do
16: ¢« argmin(N.(s*)).

ceK*

17:  sF¥ _ « 1.

i,c
18: end for

19: ¢ 0.

20: while 3¢ € K*, N.(s*) =0 do
21:  repeat

22: i« (i mod |NJ|)+ 1.

23 umtil Yo g osT. <y

24: ¢« argmin(N.(s*)).

ceK*

25: sy« 1.

i,C
26: end while
27: return s* and K*.

Theorem 3: The channel allocation strategy profile s* and
the set of reorganized channels K* computed by Algorithm 2
is globally optimal.

V. NUMERICAL RESULTS

We evaluate the channel allocation outcome achieved in
the NE and the DSE. The objective of our simulations is
twofold. One is to verify that our charging scheme indeed
overcomes the weaknesses of NE, and ensures that the system
achieves DSE. The other one is to measure the influence of our
scheme on the system performance, in terms of system-wide
throughput.

A. Methodology

In the evaluations, a basic CSMA/CA protocol with binary
slotted exponential back-off is used for MAC layer protocol.
The values of the parameters used to obtain numerical results
are listed in Table I. Our charging scheme is applied only
when evaluating the DSE, while not for evaluating the NE.

Node Behavior: In our evaluations, we compare two kinds of
node behavior:
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TABLE I
PARAMETERS USED TO OBTAIN NUMERICAL RESULTS

Packet Payload 1450 bytes
PHY&MAC Header 50 bytes
ACK Packet Size 30 bytes

Minimum Contention Window | 32
Number of Backoff Stages 5

Original Channel Bit Rate 1 Mbps
Propagation Delay 1 ps
Slot Time 50 ps
SIFS 28 us
DIFS 128 pus
ACK Timeout 300 ps
o 1

« Following NE/DSE: Following one’s corresponding strat-
egy in the NE/DSE channel allocation strategy profile
computed by our algorithms.

o Deviating NE/DSE: Unilaterally deviating from one’s
corresponding strategy in the NE/DSE channel allocation
strategy profile computed by our algorithms. For each of
the radio pairs, the deviating player randomly chooses to
use or not use the channel with equal probabilities.

Metrics: We evaluate two metrics:
« Utility: Utility is the difference between the player’s val-
uation on throughput and charge for using the channels.
o System-wide throughput: System-wide throughput is the
sum of all the players’ throughputs.

B. Impact of Player’s Behavior on Its Utility

In our first set of simulations, we evaluate the impacts of
a player’s behavior on its own with or without our charging
scheme, and compare the strength of the incentives provided
by NE and DSE. In this set of simulations, we assume there
are 20 players and 12 channels in the system. The number
of radio pairs on each player is uniformly selected in [1, 3].
Each simulation is repeated 1000 times. Due to the limitation
of space, we only show the results of the first 50 runs. In
each run, we record the players’ utilities obtained by following
NE/DSE and deviating from NE/DSE, while the other players’
strategy profile does not change.

14 ‘ ‘ FoI‘Iowing NE —— |
Deviating NE 8-

Utility
o
(o]

0 10 20 30 40 50
Run

Fig. 4.  Utilities of player 6 obtained by following the NE vs. deviating
from the NE, when the other players deviate from the NE channel allocation
strategy profile.

Figure 4 shows the utilities of a randomly selected player
(player 6) obtained by following the NE and deviating from
the NE, when the other players deviate from the NE channel

allocation strategy profile. We note that the results for the other
players are similar to that of player 6. The figure shows that, in
some runs, the utility of following the NE is no less than that
of deviating from the NE; while in the other runs, deviating
is better than following. This result shows that NE cannot
provide any incentive for a player, when the other players do
not follow the NE strategy profile.

Folldwing DSE ——
1r Deviating DSE =

Utility
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. i i |
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Fig. 5. Utilities of player 6 obtained by following the DSE vs. deviating
from the DSE, when the other players deviate from the DSE channel allocation
strategy profile.

Figure 5 shows the utilities of a the same player (player
6) obtained by following the DSE and deviating from the
DSE, when the other players deviate from the DSE channel
allocation strategy profile. The figure shows that the utility of a
player while following the DSE is always no lower than that
of deviating. Furthermore, the utility of following is always
positive, while that of deviating is negative most of the time.
Therefore, when our charging scheme is used, the incentives
for using the DSE strategy is always guaranteed, no matter
what the other players’ strategy profile is. This result verifies
that players cannot benefit by deviating from the DSE channel
allocation strategy profile, when our charging scheme is used.
So that our charging scheme indeed guarantee the convergence
to the DSE.

We observe that the peak utility of a player in Figure 4 is
higher than that in Figure 5 (i.e., 1.23 in Figure 4 and 0.88
in Figure 5). This is because a player always wants to use up
all of its radio pairs, when our charging scheme is not applied
and there exist other competing player. However, this higher
peak utility is achieved as a cost of system-wide throughput
degradation, which will be shown in the next set of evaluations.

C. Performance of the Channel Allocation Game

Our second set of simulations is to evaluate system per-
formance, in terms of system-wide throughput, when our
charging scheme is applied or not. As shown in previous
sections, with our charging scheme, the system converges to a
DSE; otherwise, the system converges to a NE. Here, we use
DSE-based and NE-based outcomes to represent the results of
the two cases, respectively. In the evaluation, we repeat each
simulation until the convergence level 10~° is reached.

Figure 6 shows the system-wide throughputs achieved by
NE-based and DSE-based outcomes as a function of number
of players, where the number of channels is 12 and the
number of radio pairs on each player is randomly selected
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Fig. 6. System-wide throughputs achieved by NE-based and DSE-based
outcomes as a function of number of players, when the number of channels
is 12 and the average number of radio pairs per player is 2.

in [1,3]. When the number of players is no more than 12
(resource is relatively abundant to competitors), NE-based
and DSE-based outcomes achieve almost the same system-
wide throughput. However, the selfish nature of the players
makes the performance of NE-based outcome more and more
worse than that of DSE-based outcome, with the growth of
the number of players. Specifically, when there are 50 players,
the system-wide throughput of the DSE-based outcome is 0.63
Mbps (or 6.59%) higher than that of the NE-based outcome.
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Fig. 7. System-wide throughputs achieved by NE-based and DSE-based
outcomes as a function of number of channels, when the number of players
is 20 and the average number of radio pairs per player is 5.
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Fig. 8. System-wide throughputs achieved by NE-based and DSE-based
outcomes for different average numbers of radio pairs per player, when the
number of players and channels are is 10 and 12, respectively.

Figure 7 and Figure 8 show the system-wide throughputs
achieved by NE-based and DSE-based outcomes as a function
of number of channels and average number of radio pairs per
player, respectively, when the other factors are fixed. Again,

these results show that DSE-based outcome always performs
at least as good as that of NE-based outcome.

The above results show that DSE-based outcome is more
desirable than NE-based outcome. In other words, the usage
of our charging scheme is important in improving system-wide
throughput.

VI. RELATED WORK

In this section, we first review related works on channel
allocation that assume cooperation of participants, and then
review the works with selfish participants.

A. Cooperative Channel Allocation

The channel allocation problem was first studied in cellular
networks. We refer to [13] for a comprehensive survey.

A number of works were presented for wireless LANs
(WLANS). For instance, Mishra et al. [18] utilized weighted
graph coloring to address channel allocation for WLANS.
Mishra et al. [19] used client-driven mechanisms to address
the joint problem of channel allocation and load balancing in
centrally managed WLANS.

Channel allocation problems are also studied in wireless
mesh networks (WMNs). For example, Alicherry et al. [1],
Raniwala et al. [23], and Kodialam et al. [14] considered
channel allocation together with routing or scheduling in order
to maximize network throughput. Some other works (e.g.,
[22]) focused on the channel allocation problem in rural mesh
networks built with directional antennas.

The channel allocation problem is also studied in other
wireless networks, such as ad-hoc networks (e.g., [16]) and
software defined radio networks (e.g., [11]).

B. Channel Allocation with Selfish Participants

The related works described in VI-A require that all nodes
in the network must be cooperative. Here cooperative means
that the nodes unconditionally obey a central control or
behave strictly according to prescribed protocol. However,
this assumption is not valid when the network consists of
selfish nodes, whose goals are to maximize their payoff. With
the existence of selfish nodes, assigning radios to channels
becomes a game.

In an earlier work, Felegyhazi et al. [8] studied Nash Equi-
libria in a static multi-radio multi-channel allocation game.
Later, Wu et al. [29] proposed a mechanism to make the
multi-radio multi-channel allocation game converge to a much
stronger equilibrium state, called strongly dominant strategy
equilibrium (SDSE), in which optimal system throughput is
achieved. Both of these works considered the problem in
a single collision domain. Recently, a number of strategy-
proof auction-based spectrum allocation mechanisms (e.g.,
TRUST [34], VERITAS [33], and SMALL [28]) have been
proposed to solve the channel allocation problem in multiple
collision domain. Another important related work on channel
allocation game is [10], in which the authors proposed a graph
coloring game model and discussed the price of anarchy under
various topology conditions such as different channel numbers
and bargaining strategies. However, none the the above work
considers adaptive-width channels.
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In wireless networks, game theoretic approaches are also
used to study media access problems. For example, MacKenzie
et al. [17] studied the selfish behavior of nodes in Aloha
networks. Later, Cagalj et al. [5] and Konorski [15] used game-
theoretic approaches to investigate the media access problem
of selfish nodes in CSMA/CA networks. In cognitive radio
networks, Nie and Comaniciu [20] proposed a game theoretic
framework to analyze the behavior of cognitive radios for
distributed adaptive spectrum allocation.

There are also other works on incentive-compatibility in
wireless networks. Examples include those works on packet
routing and forwarding in ad hoc networks [2], [3], [7], [24]-
[26], [30]-[32].

VII. CONCLUSION AND FUTURE WORK

In this paper, we have modeled the problem of adaptive-
width channel allocation as a strategic game, and have studied
the existence of NE, when no external factor is given to influ-
ence the players’ strategies. Furthermore, we have presented
a strategy-influencing charging scheme to ensure the system
converge to a DSE, in which global optimality is reached.
Evaluation results show that our charging scheme achieves
good performance as expected.

As for future work, there are several potential directions.
One direction is to extend our current work to a multi-
hop scenario, while achieving good economic properties and
system performance. Another direction is to study the channel
allocation game, when nodes can compete for partially over-
lapping channels.
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