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Group Enclosing Queries

Feifei Li, Bin Yao, Piyush Kumar

Abstract—Given a set of points P and a query set Q, a group enclosing query (GEQ) fetches the point p* € P such that the maximum
distance of p* to all points in @ is minimized. This problem is equivalent to the Min-Max case (minimizing the maximum distance) of
aggregate nearest neighbor queries for spatial databases [27]. This work first designs a new exact solution by exploring new geometric
insights, such as the minimum enclosing ball, the convex hull and the furthest voronoi diagram of the query group. To further reduce
the query cost, especially when the dimensionality increases, we turn to approximation algorithms. Our main approximation algorithm
has a worst case v/2-approximation ratio if one can find the exact nearest neighbor of a point. In practice, its approximation ratio never
exceeds 1.05 for a large number of data sets up to six dimension. We also discuss how to extend it to higher dimensions (up to 74 in our
experiment) and show that it still maintains a very good approximation quality (still close to 1) and low query cost. In fixed dimensions,
we extend the +/2-approximation algorithm to get a (1 + ¢)-approximate solution for the GEQ problem. Both approximation algorithms
have O(log N + M) query cost in any fixed dimension, where N and M are the sizes of the data set P and query group Q. Extensive
experiments on both synthetic and real data sets, up to 10 million points and 74 dimensions, confirm the efficiency, effectiveness and
scalability of the proposed algorithms, especially their significant improvement over the state-of-the-art method.

Index Terms—Aggregate nearest neighbor, approximate nearest neighbor, minmax nearest neighbor, nearest neighbor

1 INTRODUCTION

Aggregate nearest neighbor queries represent a class of
important query types that are defined by taking the
minimum over the combination of some aggregate oper-
ators, such as the SUM, AVG, MAX, and the fundamental
nearest neighbor search [27]. These queries are defined
over two data sets, the data set P and a query data
set (. Such queries could be generally interpreted as a
minimizing optimization problem defined on the nearest
neighbor search. For example, when the aggregate oper-
ator is the SUM, the aggregate nearest neighbor query
is equivalent to the group nearest neighbor query [26]
where the goal is to find a point from P that has the
minimum SUM distance to all query points in (). Papa-
dias et al. have given a complete, thorough treatment
to a number of aggregate nearest neighbor queries in
spatial databases [27]. While being general enough to
cover different aggregate operators, its generality also
means that important opportunities could be overlooked
to optimize query algorithms for specific operators. For
instance, the state of the art [27] is limited by heuristics
that may yield very high query cost in certain cases,
especially for data sets and queries in higher (more than
two) dimensions. Motivated by this observation, this
work focuses on one specific aggregate operator, namely
the MAX, for the aggregate nearest neighbor queries in
large databases and designs methods that significantly
reduce the query cost compared to the MBM (Minimum
Bounding Method) algorithm from [27]. Following the
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Fig. 1. A group enclosing query example.

previous instance when studying a specific aggregate
type for aggregate nearest neighbor queries (e.g., group
nearest neighbor queries for the SUM operator [24], [26]),
we designate a query name, the group enclosing query
(GEQ), for an aggregate nearest neighbor query with
the MAX operator. An example of the GEQ problem is
illustrated in Figure 1.

Specifically, with the reference to Figure 1, suppose
the cross points are the database (denoted as P) and
the points in black-filled circles form the group of query
points (denoted as @), our goal in GEQ is to find one
point px € P such that px has the smallest distance to
enclose all points from @, where using a point p € P to
enclose () refers to finding a ball centered at p with the
smallest possible radius to cover all points from Q. For
example, the answer to the GEQ instance in Figure 1 is
ps as indicated. In general, we assume that |P| = N and
|Q| = M. This query has many important and practical
applications, for example:

Example 1 A group of people is trying to meet in one
place. Given a large number of candidates, their goal is
to minimize the longest distance traveled by anyone.

More applications could be listed to demonstrate the
usefulness of this query and more examples are available
from the prior study [27]. Intuitively, in contrast to many
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existing variants of the nearest neighbor queries that ask
for the best answer of the average case [24], [26], [36], the
GEQ problem searches for the best answer of the worst
case. This problem becomes even more difficult if the
query group is large as well.

The state of the art method for the GEQ problem
is the Minimum Bounding Method (MBM) from [27].
The principal methodology adopted by the MBM is the
triangle inequality. It is a heuristic method that has
O(N + M) query cost. In practice, its query cost has
only been studied in the two-dimensional space. Our
experiments over a large number of data sets in Section
7 suggests that the MBM algorithm may lead to high
query cost for large data sets and more importantly, its
performance degrades significantly with the increase of
the dimensionality.

In fact, it is easy to see that any exact search method
for the GEQ problem will inevitably suffer from the curse
of the dimensionality, since the classical nearest neighbor
search is a special instance of the GEQ problem (when @
has only one point). Hence, for data sets in high dimen-
sions, similar to the motivation of doing approximate
nearest neighbor search instead of retrieving the exact
nearest neighbor in high dimensions [15], [20] (where
almost all exact methods degrade to the expensive linear
scan of the entire data set), finding efficient and effective
approximation algorithms is the best alternative.

Our Contributions. This work presents new, efficient
algorithms, including both exact and approximate ver-
sions, for the GEQ problem that significantly outperform
the state of the art, the MBM algorithm. Specifically,

o We present a new exact search method for the GEQ
problem in Section 4 that instantiates several new
geometric insights, such as the minimum enclosing
ball, the convex hull and the furthest voronoi dia-
gram of the query group, to achieve higher pruning
power than the MBM approach.

« We design a v/2-approximation (worst case approxi-
mation ratio in any dimensions) algorithm in Section
5.1, if one can find the exact nearest neighbor of
a point and the minimum enclosing ball of Q. Its
asymptotic query cost is O(log N + M) in any fixed
dimensions. Our idea is to reduce the GEQ problem
to the classical nearest neighbor search by utilizing
the center of the minimum enclosing ball for Q.

o We extend the above idea to a (1+ ¢€)-approximation
algorithm in any fixed dimension in Section 5.2. This
algorithm has a strong theoretical interest and it also
achieves the optimal O(log N4 M) query cost in any
fixed dimension.

« We extend the same idea from the \/2-approximate
algorithm to much higher dimensions in Section
5.3, since it is impossible to find the exact nearest
neighbor efficiently and the exact minimum enclos-
ing ball in high dimensions in practice. We leverage
on the latest, practical approximate nearest neighbor
search method (the LSB-tree [31]) and the (1 + ¢)-
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Symbol Description
[lp — 4] Euclidean distance between p and ¢
[ Size of a set
c,C Both set and geometric containment
B(c,r) The ball centered at ¢ with radius r
Cq Q’s convex hull as an ordered set of vertices

and the corresponding convex polygon
fn(q, P) The furthest neighbor of ¢ in P
FC(q) The furthest voronoi cell of ¢
GEQ (P, Q) GEQ instance on P and Q
MEB(Q) Minimum enclosing ball of Q
MEB(p, Q) Minimum ball centers at p containing @
maxEdist MBR u’s max enclosing distance to Q
minEdist MBR u’s min enclosing distance to Q
nn(q, P) The nearest neighbor of ¢ in P
N, M |P| and |Q| respectively
p1p2 A line segment between p; and p2
p1p2---pep1 | The convex polygon by {pip2,...,pip1}
p* The optimal answer to GEQ (P, Q)
rp The enclosing distance of p w.r.t Q
r* GEQ (P, Q)’s best enclosing distance (rp+)

TABLE 1
Notation used.

approximate minimum enclosing ball algorithm [22]
in high dimensions. It shows that we can still ob-
tain an efficient (v/5 + v/2¢)-approximation (with
constant probability) in high dimensions that works
extremely well in practice.

o We discuss the challenges when () becomes large
and disk-based in Section 6.1, and show how to
adapt our algorithms to handle this case efficiently.
We also present an interesting variation of the GEQ
problem, the constrained GEQ, in Section 6.2.

o We demonstrate the efficiency, effectiveness and
scalability of our algorithms with extensive experi-
ments in Section 7. These results show that both our
exact and approximate methods have significantly
outperformed the MBM method up to 6 dimensions.
Beyond 6 dimensions and up to very high dimen-
sions (d = 74), our approximate algorithm is still
efficient and effective, with an average approxima-
tion ratio that is close to 1 and very low IO cost.

We formalize the problem in Section 2, survey the
related work in Section 3 and conclude in Section 8.

2 PROBLEM FORMULATION

Let P and () denote the database and the query group
respectively, d-dimensional Euclidean space. The Eu-
clidean distance between two points p and ¢ is denoted
by |lp — ¢||- Let B(c,r) denote the ball centered at ¢
with radius . We use MEB(Q) to denote the minimum
enclosing ball for a set of points Q. MEB(Q) is the small-
est (measured by r) ball B(c,r) such that @ C B(e,r).
In this context, the operator C refers to the geometric
containment, i.e., every point in @ is fully contained by
the ball defined by B(c,r). If the center is fixed at p,
MEB(p, ) denotes the smallest ball centered at p that
encloses all points in . The enclosing distance of p
wrt Q is 7, = maxgeq |[p — ¢||. Immediately, r, g is
the radius of MEB(p, Q). In the sequel, the subscript @
in r, o will be omitted when the context is clear. An
ordered list of points pips---pp1 represents a convex
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polygon defined by line segments {p1p2, paps, ..., pep1}
with ¢ vertices. The convex hull of @ is represented
by a subset of its vertices as an ordered set of points
Co ={4c1)---+9c, } where ¢, € Q for some z € [1,|Q]].
The convex polygon associated with the convex hull of
Q is simply ¢c,4e, - - Ge, e, and it is also denoted by Cg.
The nearest neighbor of ¢ in the point set P is denoted
as nn(g, P). Finally, let |P| = N and |Q| = M where
| - | is the cardinality of a set. Table 1 provides a quick
reference to our main notations.

Group Enclosing Query (GEQ). For a set of points P =
{p1,p2,...,pn} and a query set Q@ = {q1,q2,---,q9m},
find the point p* € P such that the radius * of the ball
MEB(p*, Q) is minimized, i.e., the enclosing distance of
p* w.rt ) is minimal among all points in P. Formally, it
amounts to the following optimization problem:

*

:: 1 - 1
r i%lgrgeagllp ql| (1)

Ties are broken arbitrarily in Equation 1. It follows that
p* and r* are the center and radius of the minimum
enclosing ball of @) centered at point p* € P. Henceforth,
we use GEQ (P, ) to denote an instance of this problem.
Note that this problem can be trivially solved in O(N M)
cost. It can also be thought of as finding the minimum
enclosing ball of ) subject to the constraint that the
center can lie only on one of the points in P.

Given any value ¢ > 0 (or a constant a), we say
that (p,r,) € R? x R is a (1 + ¢)-approximate (or a-
approximate) solution to the GEQ problem for the in-
stance on (P, Q) if and only if

r* <r, <(1+er" (or r* <r, <ar’) ()

In the rest of this paper, for the ease of illustration,
some of our running examples in Figures will be based
on two dimensions, but our discussion and algorithms
apply to data sets and query sets in any fixed dimension.

3 BACKGROUND AND RELATED WORK

R-tree [17] and its variants (e.g., R*-tree [8]) have been
the most widely deployed indexing structure for the
spatial database, or data in multi-dimensions in general.
Intuitively, R-tree is an extension of the B-tree to higher
dimensions. Points are grouped into minimum bounding
rectangles (MBRs) which are recursively grouped into
MBRs in higher levels of the tree. The grouping is based
on data locality and bounded by the page size. An
example of the R-tree is illustrated in Figure 2. Two
important query types that we leverage on R-tree are
nearest neighbor (NN) queries and range queries.

NN search has been extensively studied [5], [12], [15],
[19]-[21], [30] and many related works therein. In partic-
ular R-tree demonstrates efficient algorithms using either
the depth-first [30] and the best-first [19] approach. The
main idea behind these algorithms is to utilize branch
and bound pruning techniques based on the relative
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Fig. 2. The R-tree.

distances between a query point ¢ to a given MBR N
(e.g., minmaxDist, minDist, see Figure 2).

Range query is to return all points that are fully
contained by the query rectangle (or the query ball). R-
tree has good performance for answering range queries
in practice [10], [28], [32], for data sets in relatively low
dimensions. The basic idea is to search through all MBRs
that intersect with the query rectangle (or ball).

Unfortunately, the worst case query costs are not loga-
rithmic when R-tree is used for NN or range search (even
for approximate versions of these queries). To design
theoretically sound algorithms with logarithmic costs
for our problem, we need a space partition tree with
the following properties : (1) The tree has O(IN) nodes,
O(log N) depth and each node of the tree is associated
with at least one data point. (2) The cells have bounded
aspect ratio. (3) The distance of a point to a cell of the
tree can be computed in O(1). Arya et.al [5] designed a
modification of the standard kd-tree called the Balanced
Box Decomposition (BBD) tree which satisfies all these
properties and hence can answer (1 + €)-approximate
nearest neighbor queries in O((1/¢%)log N) and (1 + ¢)-
approximate range search queries in O((1/¢%) + log N).
BBD-tree takes O(Nlog N) time to build. We use BBD
trees in the design of the optimal (1 + ¢)-approximation
algorithm with the logarithmic query complexity for
solving the GEQ problem.

For nearest neighbor search in high dimensions, all
exact methods will eventually degrade to the expensive
linear scan of the entire data set and one has to adopt
efficient and effective approximate algorithms [15], [20].
The BBD-tree also becomes impractical for large data
sets in high dimensions. In this case, we could use
the iDistance [21], [34] index for exact nearest neighbor
retrieval (in still relatively low dimensions), or Medrank
[13] and LSH-based methods (locality sensitive hashing)
[15], [20] (e.g., the latest development represented by the
LSB-tree [31]) for the approximate versions in very high
dimensions. Since our idea in designing the approximate
algorithms for solving the GEQ problem is to reduce
it to the basic nearest neighbor search problem, our
approach could leverage on all these techniques for the
nearest neighbor search and benefit by any advancement
in this topic. This is a very appealing feature of our
approximation algorithm and makes it extremely flexible
and simple for adaptation.

The most related work to our study include the the
group nearest neighbor (GNN) query [24], [26] and the
aggregate nearest neighbor queries [27]. The goal there
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is to find a point that minimizes the sum distance to
all query points. The aggregate nearest neighbor queries
[27] expand the study for the GNN query to other ag-
gregate operators, including the MAX that is equivalent
to the GEQ problem and it represents the state of the art
study on this problem.

The MBM method developed in [27] for max-GNN
is an R-tree based approach. It recursively visits nodes
beginning from the root of the R-tree and prunes the
nodes that cannot contain any results by sequentially
using two pruning conditions. Let M be the MBR of
the query group @), N be the current node (and its
MBR) from the R-tree, and bestDist be the enclosing
distance of the best max-GNN found so far. The two
pruning conditions are minDist(N, M) > bestDist, and
maxg, co(minDist(XN, g;)) > bestDist. Either condition can
safely prune the node N (and its subtree). The second
condition is applied only for nodes that pass the first one
in order to save unnecessary computations. For more
details, please refer to Section 3.3 in [27]. However, as
we have argued in Section 1, the MBM method only
explores the triangle inequality and important pruning
and optimization opportunities are missed, as we will
show in this work. It is a heuristic method that has
O(N + M) query cost theoretically.

The insights in our algorithm development are com-
pletely disjoint from those for the MBM method. We first
introduce a new exact method that has a much lower
query cost than the MBM method, and scale well in 2 to
6 dimensions (in contrast to the subpar scalability of the
MBM method w.r.t. the dimensionality). The key insights
of our approach are to explore the pruning provided by
the convex hull of @, the minimum enclosing ball of
@, and the furthest voronoi cells of ). We also explore
high-quality approximate algorithms, that come with
the theoretically bounded logarithmic query cost and
close to 1 approximation ratios in any fixed dimension.
The key insight of our approximate algorithm is the
close relationship between the center of the minimum
enclosing ball of ) and the optimal enclosing point for
Q. Our practical approximation algorithm can be easily
extended to high dimensions and still maintains its good
approximation quality.

Our study is also related to the study in [25] where
the goal is to compute medoids in large spatial datasets.
Specifically, in the max and bi-chromatic case in this
work, k points in P are selected (as medoids) so that
the maximum distance between any point in @ and
its closest medoid is (approximately) minimized. Hence,
when k = 1, this is an approximate version of GEQ.

4 R-TREE BASED EXACT ALGORITHM
This section gives a new R-tree based exact algorithm
for the GEQ problem.

4.1 Pruning with @Q’'s convex hull

The convex hull Cq of Q is the smallest convex set that
contains (). We represent Cg as an ordered set of vertices

that is a subset of @, and also use Cg to denote the
convex polygon defined by these vertices. For example,
in Figure 3, Co = {¢1,¢2,¢3,¢4,¢5} and Cq also refers to
the polygon ¢1¢2¢3¢4¢5¢1 enclosing the shaded area. Yao
et al. showed that the furthest point from () to a point p
is amongst the vertices in Cqg [33]. Formally,

Lemma 1 [From [33]] Given a set of points Q) and its convex
hull Cq, for any point p, let g5 =fn(p, Q), then g5 € Cq.

With Lemma 1, the following claim becomes immediate.

Corollary 1 GEQ (P, Q) is equivalent to GEQ (P, Cg).

Proof: The key observation is that for any point p €
P, its enclosing distance r, w.r.t () is only determined
by its furthest neighbor from Q, i.e., r, = ||p — In(p, Q)||.
By Lemma 1, fn(p, Q) € Cq, the result is immediate. [J
For example, in the example in Figure 3, p;’s enclosing
distance is determined by ¢; and p>’s enclosing distance
is determined by ¢s. Both are vertices from Cg. As a
result, we can replace ) with Cg to reduce the size of
the query group. Of course, this may not always lead to
removal of points from Q. It is possible that @ = Cq, e.g.,
@ has four corner points of a rectangle. Nevertheless, in
most cases we could expect that |Co| < |Q|, and most
likely, [Co| < |Q| for a large query set.

4.2 Pruning with the MEB(Q)

Following the discussion that is immediate after equa-
tion 1 in the GEQ definition, we can see that the optimal
answer p* to GEQ(P, Q) is the center of the minimum
enclosing ball of @, but subject to the constraint of cen-
tering at p*. This indicates that the optimal answer could
not be too far away from the center of the minimum
enclosing ball of (). To use this intuition in our algorithm
concretely, we need a simple property of MEB(Q):

Lemma 2 (Same as the Lemma 2.2 in [7]) For a group of
points Q, the surface of any half-sphere of the ball MEB(Q)
contains at least one point q € Q for any dimension d.

It helps understand this result by considering the case
when d = 2. The above lemma says that any half
circle resided on MEB(Q) (which is a circle in the two-
dimensional space) contains a point from Q) on its perime-
ter. When generalizing this result to d-dimension, it is
important to notice that it guarantees the existence of a
point from @ on the surface of any half-sphere (infinite
number of them) defined on the ball MEB(Q).

Let B(c,r) =MEB(Q) and nn(c, P)= p, the next lemma
bounds p*’s distance from ¢ compared to ¢’s nearest
neighbor p € P.

Lemma 3 Let MEB(Q)= B(c,r), nu(c,P) = p and ||p —
cl| = A Then p* C B(c,r + \).

Proof: Without loss of g_e}nerality, we assume ¢ = 0
(the origin) and p = (A, 0). For any other case, it
is always possible to shift and rotate the coordinate
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Fig. 3. The convex hull and F£ig 4. proof illustration for
the pruning with Cy. Lemma 3.

system to satisfy these conditions without affecting the
GEQ result. If p* = p, the lemma holds trivially since
llp—¢|| = A < r+ . Hence, consider p* # p. The furthest
point from p inside the ball B(c,r) is at distance r + A
from p (see Figure 4). Hence, MEB(Q) C B(p,r + \)
and r* <r 4+ A For a contradiction, let p* ¢ B(c,r + A).
Then ||p*|| > r + A. There must exist a point from
@ on the other side of the halfspace perpendicular to
p*c by Lemma 2. This implies that the optimal radius
r* > +/||[p*||? + r? (using Pythagorean theorem), and
hence r* > /(r + X\)2 + r2. But then we have deduced
that \/(r + A\)2 + r2 < r* <r + X which can not be true
since 7 + A < /(r+ A)2 +r2. Hence, the assumption
|[p*|| > r + X\ was wrong and p* C B(c,r + \). O
This means that we only need to search the points or
MBRs from the R-tree (indexing the data set P) that are
contained or intersected by the ball B(c,r + \).

4.3 Pruning with the furthest voronoi diagram of @

Given an R-tree node’s MBR « and a query group @,
the tight minimal and maximal enclosing distances for all
possible points inside u clearly help us decide whether
we can prune u or not. There are infinite number of
possible points that u may contain (even if there are only
finite number of actual points from P in wu, their precise
locations are unknown given only the MBR u). Hence,
infinite number of possible enclosing distances exist. We
are interested at efficiently finding out both the mini-
mum and the maximum possible enclosing distances for
an MBR node u w.r.t a query group @, as these values
tell us what the best and the worst possible scenarios are
for any point inside u to enclose (. Formally,

Definition 1 For an MBR u, the minimum and maxi-
mum enclosing distances of « to a query group @ are:

minEdist(u, ) = minr, o, maxEdist(u, ) = maxr, ¢.
pCu pCu

Note that in this definition, we consider all possible
points p in the space that are contained by u. They are
not necessarily points from P. Also, if u is a point, we
let minEdist(u, Q)=maxEdist(u, Q)= r.,q. They could be
similarly defined for a convex polygon.

In the sequel, we omit @ from the above definition
when the context is clear. If one can efficiently compute
minEdist(u) and maxEdist(u), a pruning method based
on an R-tree with the branch and bound principle is

(xh’ yh) d

b (24, ye) h c
(a) Furthest voronoi cells. (b) minEdist and maxEdist.

Fig. 5. Furthest voronoi cells help calculate minEdist and
maxEdist.

immediately possible. The key observation is that given
two MBRs w; and wg, if us’s minEdist is larger than
u1’s maxEdist, we can safely prune the entire subtree
rooted at uy. To compute them (minEdist and maxEdist)
efficiently, we need the help of the furthest voronoi cells
(FVCs, same as the furthest voronoi diagram) [6], [33].
The FVCs for a set of points is similar to the well-known
voronoi diagram except that the space is partitioned with
the furthest cell instead of the nearest cell.

Definition 2 For a space S (a hyperplane) and a set of
points @), a convex polygon FC(q)C S is the furthest cell
of a point ¢ € Q iff: Vp CFC(q), fn(p, Q)= ¢, ie., any
point contained by FC(g) has ¢ as its furthest neighbor
from the point set Q). The FVCs of @ is the collection of
furthest cells for all points in Q).

An example of the FVCs on an input space S
(20, ye) X (zn,yp) and a point set @ is illustrated in Figure
5(a) where FC(g;) is marked as region i. For example,
FC(q1) is the polygon fgh. Clearly, the furthest voronoi
cells satisfy the following properties: 1) for any ¢;, ¢; € Q,
i # g, FC(qi)ﬂFC(qu) = (; 2) FCq; U ---UFCqy = S,
where the operator U denotes the merge of two convex
polygons into one larger convex polygon.

Computing FVCs could be done in a similar fashion
as computing the voronoi diagram and it has been
discussed in [33]. Yao et al. has shown that the FVCs
for all points in @ could be computed efficiently by
considering only points from Cg, specifically:

Lemma 4 [From [33]] For a space S, a set of points () and
its convex hull Cg, Vq € Q, if ¢ ¢ Cq, then g does not have
a furthest cell, i.e., if ¢ ¢ Cq, FC(q) = 0.

The FVCs of @ cover the entire space (by its second
property we have discussed). Hence, for any MBR «,
there will be some ¢;’s from @ such that FC(g;)’s intersect
with (or only one FC(q;) fully contains) u. By Lemma 4,
these ¢;'s must be some vertices from the convex hull of
Q. Furthermore, the union of these intersections will be
equal to u. For example, in Figure 5(a) u is partitioned
into two regions that correspond to intersections with
FC(q1) and FC(g3) respectively. Taking a closer look of
u, as shown in Figure 5(b), the furthest neighbor from
Q for any point in the first region (vivav3zvsv1) will be
¢1 and similarly g3 for any point in the second region
(vsvsvgvavs). This is simply because that they are the
intersections of u with FC(q;) and FC(3) respectively,
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Algorithm 1: Edist(MBR u, FVCs (), Convex Hull Cg)

1 minEdist= oo; maxEdist= 0;

2 fori=1,...,|Cq| do

let Ay, = uﬂFC(qi),’ // q € CQ

if Ay, # 0 then
find V,,, and W, as in Lemma 6;
dy=min(ew, ||a: - v])),
do=max(yev |lgi — v]));

7 if di <minEdist then minEdist=d;;

8 if do >maxEdist then maxEdist=d5;

S Ul B W

9 output minEdist, maxEdits; return.

i.e., V1VU3V4V CFC(ql) and V3V5V6V4V3 CPC((]g). By the
definition of a furthest cell, any points inside v;vav3v4v1
will take ¢; as their furthest neighbors w.r.t () and any
points inside wvsvsvevavs will take g3 as their furthest
neighbors w.r.t (). Hence, we have:

Lemma 5 For an MBR w and a point set @, there will be
some q;’s (in Q) whose FC(q;)’s intersect with (or just one
fully contains u). Denote these q;’s as I(u) = {quys - -, Quy, }»
then Ugu, €1(u) (FC(gu,)Nu) = w; and Vq,, € 1(u), qu, € Co;
and Vp C FC(qu,) Nu, fa(p, Q)= qu,-

The main lemma is as follows.

Lemma 6 For Vq,, € I(u), Let Ay, = vi---vs,v1 be the
polygon for FC(qy, )N, let V., = {v1,...,vs, } and initialize
Wy, =Vu,. For 1 < j <'s;, if the projection of q,, to the line
segment vjvj1 (let s; +1 = 1) is a point v' contained by
VjVj1, insert v' to Wy,:

maxEdist(Ay,, Q) = argmax, .y, ||v — qu,|| (3)
minEdist(Ay,, Q) = argmin, .y |[v — qu,|| 4)

Proof: By Lemma 5, given any point p C A, the
enclosing distance of p to Q is ||p—qu, || as In(p, Q) = qu, if
p C A,,. Hence, the minimum and maximum enclosing
distances of the convex polygon A,, to () equal to the
minimum and maximum distances of the point g,, to
A,,. Applying Lemma 1, we obtain equation 3, i.e., the
furthest neighbor from a point ¢,, to a convex A,, is
determined by the vertices of A,,,; Next, in a similar way
as arguing how we compute minDist for a point p to an
MBR [30], it is easy to show that the minimum distance
for a point ¢,, to a convex polygon A,, is achieved by
either one of its perpendicular projection points on the
boundaries, or one of the vertices of the convex polygon
A,,, i-e., we only need to consider the candidates from
the set Wu;. Hence, equation 4 holds as well. ]

Lemma 6 indicates that the minEdist and maxEdist
for an MBR u are simply the minimum and maximum
from the minEdist and maxEdist of the polygons corre-
sponding to the intersections of u with FC(q,,)’s, where
u; € I(u); and for each polygon A,, =FC(q.,) N v,
its minEdist and maxEdist are solely determined by
the distance between ¢,, and vertices of A,, (plus the

perpendicular projection points of ¢,, on A,;), which are
easy to compute as it boils down to computing distance
between two points. Algorithm 1 outlines this idea.
Figure 5(b) shows an example. In this case,
I(w)={q1,¢3} and A, = FC(q:) N uw is the polygon
vivguzvavr. Its Vg, is {vi,vs,v3,v4} and W, s
{v1,v2,v3,v4,v7}. Note that among four perpendicular
projections of ¢; to vive, vovs, vsvs and vavy, only the
projection on wvyvs produces a point v; to be inserted
into W,, as other projection points are outside the
corresponding line segments. Now, the maxEdist for
FC(g1) N u is given by ||g1 — v2|| and we only need
to check ||¢1 — v;|| for v; € Vg, ; its minEdist is given
by ||¢1 — v4|] and we only need to check additionally
llg1 — v7]| (the one additional point in W, ). We can find
the minEdist and maxEdist for A;;, = FC(g3) Nu in a
similar fashion. The minEdist and maxEdist of u could
be identified by taking the minimum and maximum
from the minEdist’s and maxEdist’s of A, and Ag,.
Once we know how to compute the minEdist and
maxEdist for an MBR u, we can use them to prune the
search space from a R-tree in a typical branch and bound
principle, as discussed at the beginning of this section.

4.4 Putting Everything Together: GEQS Algorithm

Our exact search algorithm GEQS is to simply combine
the three pruning techniques introduced in sections 4.1,
4.2 and 4.3. Given () and the R-tree on P, we first
compute the convex hull Cq to reduce the size of the
query group. Then MEB(Cg), the nearest neighbor of
MEB(Cg)’s center from P (with the help of the R-tree)
and the furthest voronoi cells of Cg are computed. Next,
a priority queue £ is maintained for all MBRs (points are
treated as MBRs as well) that the algorithm has to search
for. Entries in £ are ordered by their minEdist distances.
An R-tree node could be safely pruned without explor-
ing its children nodes if either it does not intersect with
B(c,r + A) as argued from section 4.2, or its minEdist is
larger than the smallest maxEdist of any existing entries from
the queue L as argued in section 4.3. Initializing the queue
with the root node, we repeatedly pop the head of the
queue and insert its children nodes back to the queue if
they cannot be pruned. The algorithm terminates when
the head of the queue becomes a point.

5 APPROXIMATE QUERY ALGORITHMS

As we have pointed out in Section 1, the nearest neigh-
bor search is a special case for the GEQ problem. Hence,
any exact method for the GEQ problem will suffer
from the curse of the dimensionality. The best hope for
answering a GEQ query instance for data sets in high
dimensions is to look for efficient and effective approxi-
mation algorithms, just as what people have done for the
approximate nearest neighbor search in high dimensions
[15], [20]. This section shows an efficient way to compute
a v/2-approximate solution to the GEQ problem in any
fixed dimension using a nearest neighbor query. We then
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use it to obtain an optimal (1 + ¢)-approximate solution
to the GEQ problem in fixed dimensions for any € > 0,
and extend it to high dimensions.

5.1 An \/2-Approximation

Algorithm 2 presents our /2-approximation algorithm.
As we can see, it is extremely simple and easy to imple-
ment in any dimension as long as a nearest neighbor data
structure is available. We next prove the approximation
factor for our algorithm.

Algorithm 2: GEQA(Query Q; Dataset P)

1 find MEB(Q) and let its center be the point ¢;
2 find ¢’s nearest neighbor in P, i.e., p =nn(c, P);
3 return p.

Theorem 1 Algorithm GEQA gives a /2-approximate solu-
tion to the GEQ problem on P and Q) in any dimension d. In
addition, this bound is tight.

Proof: We first prove that it indeed gives an /2-
approximation, then argue that the bound is also tight.
Let B(c,r) = MEB(Q), p =nn(c, P) and ||p — ¢|| = A.
Assume that p # p* (recall that p* is the exact, optimal
answer for the GEQ problem), otherwise the lemma
trivially holds. Since ||p — ¢|| = A and 7, = r (recall that
rc is ¢’s enclosing distance w.r.t ), the ball B(p,r + \)
clearly contains B(c,r) that is MEB(Q). Hence, we have
Q C B(e,r) C B(p,r + X). Please refer to Figure 6(a) for
a pictorial illustration where points in () are highlighted
by the solid circles.

Given that @ C B(p,r + A), we can immediately infer
that MEB(p, Q) C B(p, r+ ), i.e., the minimum enclosing
ball for Q with p as the center will be contained by
B(p,r + A). This implies that r, < r + A, as 7, is p’s
enclosing distance that equals to the radius of MEB(p, Q).
On the other hand, obviously, r* < r, as r* denotes the
optimal enclosing distance w.r.t @) for all points in P.
Hence,

r<rp <r+4+ A (5)

Since the algorithm GEQA returns p as the answer, we
only need to show that the optimal enclosing distance
r* can not be too small compared to r + A (as it will be
even closer to 7, according to equation 5).

By our construction, nn(c, P) = p. Hence, p* is not
closer to ¢ compared to p, i.e.,

" — || = A (6)

Let h be the halfspace passing through ¢, perpendicular
to p*c and not containing p*. Note that MEB(Q) N &
defines a halfsphere on the ball MEB(Q) (the B(c, ), see
Figure 6(a)) as h is a halfspace. Using Lemma 2, there
must exist a point ¢;, € @ on the surface of MEB(Q) N h
(note that this surface is on the side that does not contain
p*, by the construction of h). This means that:

llgn —clf = . )

p2(1+4,0)

I+ (1+ )2

42(0, 71 \‘,\/I\&EB(Q)

(a) Theorem 1.

(b) Tightness of Theorem 1.
Fig. 6. GEQA: p is the +/2-approximate answer,
B(e,r) =MEB(Q), p =nn(c, P), [[p — ¢|| = .

Since the optimal solution of the GEQ problem cen-
tered at p* must cover g (as gn € Q), this shows that:

> lp* — aqnll- 8)

On the other hand, consider the triangle defined by p*,
c and gy, since p*c is perpendicular to h and ¢, is from
the halfsphere defined by MEB(Q) Nk and on the side
that does not contain p*, the minimum distance between
p* and ¢, is when p*, ¢ and ¢; forms a right triangle.
Hence, we have:

10" = anl[* > llan = el* + |lp* = c||*.
By equations 6 and 7, this implies
[ )
Given equations 8 and 9, we arrive at
2 p" = anll = V2 + A%

The approximation ratio of p is given by ,/r*, which
satisfies, by applying equation 5 and equation 10 respec-
tively:

(10)

Ty, T+ A 4+ A
< ST S V2
This completes the first part of our proof. Note that
the above analysis is independent of the dimensionality.
To show that the above bound is tight, it is suf-
ficient to construct an example where this algorithm
indeed gives arbitrarily close to \/2-approximate solu-
tions. Consider R? and let Q = {(0, 1), (0, —1), (1,0)} and
P = {(-1,0),(1 + ¢6,0)}, as illustrated in Figure 6(b).
The center of MEB(Q) is the origin o, and nn(o, P) =
p1 = (—1,0). The enclosing distance r,, is 2 (the furthest
point in @ to p; is g3 = (1,0)). Hence, p; will be
returned as the answer by algorithm GEQA. However,
the optimal answer p* should be p; = (1 + §,0) with
r* =rp, =+/1+ (14 )2 This shows that the algorithm
GEQA gives a (2/v2 + 2 + 20)-approximate solution for
this example for arbitrarily small value of § > 0. This
shows that the approximation bound /2 is tight. O
We would like to point out that even though Theorem
1 suggests that the v/2-approximation bound is tight for
algorithm GEQA, the worst case as illustrated in our

(11)

i
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proof is extremely rare in real data sets and queries. In
fact, our extensive experiments (see Section 7) show that
the approximation ratio of the GEQA algorithm is very
close to 1 in practice.

In practice, it is possible that the efficient exact nearest
neighbor and minimum enclosing ball algorithms are not
available. We now show how the approximation factor
of GEQA varies when approximate versions of nearest
neighbor and minimum enclosing ball are used.

Theorem 2 Given a data structure that can do «-
approximate nearest neighbor queries (for example o = (1+¢)
using [51), and another algorithm that can compute (-
approximate minimum enclosing balls (for example 5 = (1+¢)
using [22]), GEQA computes +/a? + [(%-approximate solu-
tion. This matches Theorem 1 when oo = 3 = 1.

Proof: This follows from replacing the numerator in
Equation 11 for taking into account the approximations:

T_p<ozr—|—5/\
Tr*_ ,r.*
VIZENE T T2

where n = A/r, r is the radius of the exact minimum

enclosing ball of @ and A is the exact distance between

the center of MEB(Q) to its exact nearest neighbor in P.
(a+Bn)

Let f(n) = S which we want to upper bound. The

only stationary point of f occurs at 7 = 3/« (which we
get from solving 9f/0n = 0). We can now show that f()

is upper bounded by f(n = 8/a) = /a2 + 5%
a+ fBn
— <Va?+ 32
V1I+n?
which simplifies to (an — 3)? > 0. Hence:
Tp ar + BA

AP ESAEPY Oé2+2
oS e Ve ts

(13)

U
Finding the minimum enclosing ball in fixed dimen-
sions, for a group of points has been studied exten-
sively [9] and efficient algorithms exist for line 1 in
Algorithm 2 using linear time w.r.t the size of @, ie.,
O(M). For line 2 in Algorithm 2, one could use a BBD-
tree with optimal approximate nearest neighbor search
to find a (1 + €)-approximate nearest neighbor from P
for ¢ in O(log N) query cost [5] as we have discussed in
Section 3. Hence, the next corollary is immediate.

Corollary 2 In any fixed dimension d and for a data set P, a
V1+ (1+€)2 < V2 + e-approximate solution for any GEQ
instance defined by P and an arbitrary query group () can
be found by algorithm GEQA in O(M + logN) time [5].
The GEQA algorithm takes O(N log N) preprocessing cost to
build the index and a linear space usage O(N).

Corollary 2 gives a theoretical bound for algorithm
GEQA’s query cost. However, BBD-tree is impractical for

—

M i

X
X
X
X

XX

Fig. 7. An illustration of Theorem 3. p denotes the /2-
approximate answer computed by the algorithm. Each
grid cell elects one point for the algorithm.

large data sets that are disk-resident in high dimensions.
Hence, in practice, we could use an R-tree to find the
nearest neighbor in algorithm GEQA, or any other tech-
nique for efficient, practical nearest neighbor retrieval as
we have discussed in Section 3 (see also our discussion
on this issue in high dimensions in Section 5.3).

Lastly, we would like to point out that GEQA is similar
in principle to the approximate method, A-SPM, for
the max-GNN query [26], [27], where the centroid of
@) was returned as the approximate answer. However,
the A-SPM method is focused on 2-d (speaking about
the centroid or the minimum enclosing disks instead
of balls) and more importantly, no theoretical analysis
on its approximation quality was given. In contrast, we
have generalized it to any dimensions and analyzed its
approximation quality.

5.2 Optimal (1 + ¢)-Approximation Algorithm

In the special case when @@ = {¢}, the GEQ problem
becomes the nearest neighbor problem. If we restrict the
space usage to linear, the best algorithm (in terms of
both the approximation quality and the query cost) for
the nearest neighbor problem gives (1 + ¢)-approximate
nearest neighbor in O(log N) cost with O(NV log N) pre-
processing [5] time to build the BBD-Tree. This suggests
that the best approximation one can hope for the GEQ
problem is an (1 + €)-approximation, and such an ap-
proximation’s best possible query cost is, when only
allowed to use linear space usage, a preprocessing time
of O(Nlog N) and query time of O(log N + M ). We next
show that indeed such an algorithm exists based on
the optimal algorithm for approximate nearest neighbor
search [5] and approximate range searching [4]. The
basic idea of this algorithm is described in the following
theorem and its proof.

Theorem 3 In fixed dimensions, for a given e¢ > 0, with
O(N log N) preprocessing time and linear space usage, a (1+
€)-approximate solution to the GEQ problem can be found in
O(log N + M) time. In addition, these bounds are tight, given
the linear space constraint, for an (1 + €)-approximation.

Proof: We first compute the MEB(Q) = B(c,r) in
O(M) time [9]. We then use Lemma 1 and Arya et al.’s
[5] approximate nearest neighbor data structure (a BBD-
Tree) to compute a v/2-approximate answer (with the
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GEQA algorithm shown in Section 5.1) in O(log N) time
with O(N log N) preprocessing time.

As in Lemma 1, let p =nn(c, P) and |[p — ¢|| = X (see
Figure 7). We can show that p* € B(c, r+)) (see Lemma 3
in Section 4.2). We partition B(c, 7+2) using a grid whose

cells have a side length ¢ = ¢ % (d is the dimen-
sionality of the data set). This restricts the number of grid

cabingdeB@;r+A)u)O(U**)d)::0((£E)d):<9ux

€’ €

since we consider fixed dimensions.

The number of cells of the BBD-tree that intersect with
B(c,7+A) and have minimum side length larger than € is
O(1) (cf. Lemma 3, [4]). We use the BBD-tree to compute
a point in each grid cell that has a non-empty intersection
with P (see red cross points, or darker bold cross points
in a black-white printout, in Figure 7). We call this set of
points P’ whose size is at most O(1) and which can be
computed in O(log N) time using an approximate range
query [4] (and terminating the search as soon as the
boxes become smaller than side length ¢’). For each of
the points in P/, we compute the furthest neighbor in
@ which give us their enclosing distances. This takes at
most O(M) time. Finally, we just select the one with the
minimum enclosing distance as the answer. Hence the
total running time is O(log N + M). The total error in
the computation is bounded by the error that we make
in one cell of the grid. Since we choose randomly one
representative point from the points a cell contains in
P to be included in P’, the error introduced is at most
¢Vd = ey/r2 + )2 < er*, by equation 10.

This completes our proof for the existence of an
(1+¢)-approximate algorithm for the GEQ problem with
linear space usage, O(N log N) preprocessing time and
O(log N + M) query cost. We finally show that these
bounds are tight if using linear space.

In the special case when @ = {q}, the GEQ prob-
lem becomes the nearest neighbor problem. For such a
nearest neighbor problem, with O(N) space, O(N log N)
preprocessing time and O(log N) time are shown to be
required to find a (1 + €)-approximation [5]. For the
general GEQ problem when |Q| > 1, since any of the
query points in ) can change the answer, a query is
lower bounded by Q(M). This suggests that the best
query time one can hope for the (1+¢)-approximate GEQ
problem, with linear space usage, is O(M + log N) with
a preprocessing cost of O(NlogN). This confirms the
tightness of our algorithm. O

There are hidden constant factors (depends on d)
for claims in Corollary 2 and Theorem 3, since they
both rely on the BBD-tree for the optimal approximate
nearest neighbor search in any fixed dimensions [5].
These factors are the same as those in the BBD-tree,
specifically, for N points from P and M points from @
in RY, the preprocessing cost is O(dN log N), the space
is O(dN), and the query cost is O(M +cq,c log N'), where
Cae < d[1+6d/e]?.

This optimal approximation relies on the BBD-Tree,
which is impractical for large data sets in high dimen-

sions. Further more, even in relatively low dimensions,
the treatment to the (many) small grid cells becomes
complex and intricate to deal with. Hence, this result
is of theoretical interest only and contributes to the
completeness of the study on the GEQ problem.

5.3 High Dimensions

The \/2-approximation by Algorithm 2 in Section 5.1 is
independent of the dimensionality, if one can find the
exact nearest neighbor of a given point and the exact
minimum enclosing ball of a group of points. However,
both tasks become hard (in terms of the efficiency) in
high dimensions. For example, in high dimensions the
exact nearest neighbor most likely requires a linear scan
of the entire data set [15], [20], [31]. Hence, in prac-
tice, only approximate nearest neighbor can be found
efficiently in high dimensions, so does the approximate
minimum enclosing ball for a group of points.

We leverage on the state-of-the-art methods for effi-
cient approximate nearest neighbor retrieval and approx-
imate minimum enclosing ball calculation, specifically,
the LSB-tree [31] and the (1 + ¢)-approximate minimum
enclosing ball [22]. The LSB-tree can give a (2 + e)-
approximate nearest neighbor with constant probability
in high dimensions efficiently [31], where this constant
probability depends on the configuration parameter of
the LSB-tree (see [31] for details); the (1+¢)-approximate
minimum enclosing ball algorithm computes a mini-
mum enclosing ball that has a radius that is at most
(1+¢) times the radius of the optimal minimum enclos-
ing ball in any dimension [22]. Based on our result in
Theorem 2, the following result is immediate:

Corollary 3 If steps 1 and 2 in GEQA (Algorithm 2)
are replaced with the respective (2 + e)-approximation
and (1 + e)-approximation algorithms, GEQA gives a
V2 + €2+ (1+¢€)? <5+ V2eapproximation with con-
stant probability in any dimensions.

The constant probability in Corollary 3 is the same as the
constant probability provided by the LSB-tree, which de-
pends on its configuration parameters. Interested readers
may refer to [31] for further details. One can always
use a standard technique in randomized algorithms to
improve the constant probability in Corollary 3 to at least
1—p for arbitrary probability p by repeating the LSB-trees
O(log 1/p) number of times.

6 OTHER ISSUES
6.1 Handling disk-resident query groups

One limitation with our discussions so far is the problem
of handling query groups that do not fit in internal
memory. We could certainly use the convex hull of @
to reduce the number of points in the query group, as
pointed by the pruning technique in section 4.1. There
are 1/0 efficient algorithms for computing the convex
hulls of disk-based data sets, with the help of sorting
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Fig. 8. Constrained GEQ, minimum enclosing ball of balls.

in external memory [16]. This means that we can find
the convex hull of the disk-based query group @ with
O(sort(M)) 1/Os (here sort(M) denotes the number
I/0s when M fixed size elements of size O(1) are sorted.
We also use scan(M) to denote the number of I/Os
incurred for scanning M fixed size elements). For most
cases, we expect that |Cg| < |Q|. However, special
cases exist where |Cq| = |Q)|, e.g., all points in Q are
vertices of a convex polygon. To handle such special
instances, we propose to obtain an approximate convex
hull of @ using Dudley’s approximation [35]. Dudley’s
construction generates an approximate convex hull of
Q (denote it as ACg) with O(1/¢(@1)/2) vertices with
maximum Hausdorff distance of € to the convex hull of
Q. The Hausdorff distance measures how far two convex
polygons S; and S5 are from each other. Formally, let X
and Y be the vertices of S; and S, respectively, then:

dg(S1,S2) = max (sup inf ||z — y||, sup inf ||z —
#(51,52) (sup inf [l = yll, sup inf [l -yl

Roughly speaking, the edges of of ACy are within ¢
distances from edges of Cqg. Clearly, there is a trade-
off between the approximation quality and the size of
ACq. Henceforth, for a disk-based query group Q, we
first compute its convex hull using the I/O efficient
algorithm. If Cq is still too large to fit in main memory,
we replace Cp with the Dudley’s approximation and
specify the size of ACq of our choice.

Dudley’s approximation was originally proposed for
main memory data sets [35]. For our purpose, it needs
to work with external data sets. This has been recently
addressed by Yao et al. [33], which presented a simple
method that computes AC; in external memory effi-
ciently by extending the technique from [35].

For GEQA the Dudley’s approximation only creates
an extra additive error € for a given query. Intuitively,
the center of the MEB(Cy) is shifted by at most ¢ com-
paring to MEB(ACg). For general dimensions, the GEQA
algorithm does O(scan(M)) I/Os to compute a (1 + ¢)-
approximate MEB [22] plus the I/Os needed for the near-
est neighbor query. The preprocessing involves exactly
the same number of I/Os as used by the nearest neighbor
data structure. It is much more complicated to analyze
the approximation quality of the GEQS algorithm and
we leave it as an open problem. In practice, it gives very
good approximations as well.

6.2 Constrained GEQ

An interesting variant of the GEQ problem is to add
a “constrained area” to each query point. Each query

10

object is represented by a center ¢. and a radius g,.
The query point is allowed to be anywhere within the
ball defined by B(qg.,¢.). We denote such a query set
as @, (where each object is represented by a ball).
The constrained GEQ is useful in many situations. For
example, each person could be moving within a small
range in our Example 1 from Section 1, or it could
be the case that their precise locations are unavailable
for privacy concerns and only approximate ranges are
provided. Formally, the constrained GEQ is the following
optimization problem:

TP, ‘= min max (14)

PEP {qCB(qc,qr)AB(qc,qr)€EQw } ||p - q||

We would like to find the optimal enclosing distance
Tho, as well as the point pj, € P that achieves
this minimum enclosing distance. The enclosing dis-
tance of a point p to @, is defined as r,q,
MaXqCB(q, g )AB(qe.ar)€Q, ||P — @] An example is shown
in Figure 8 and p}, is p; is in this case.

Fortunately, our algorithms developed for the GEQ
problem could be easily adapted to work with the
constrained case. The key observation is that it is still
possible to efficiently compute the minimum enclosing
ball for a set of balls [14]. As an example, the minimum
enclosing ball of @, in Figure 8 is the ball with the
dotted edge. By applying a few technicalities, we can
still obtain the \/2-approximation as in Section 5, as well
as the range pruning technique for the exact search in
Section 4.2 using the center of this minimum enclosing
ball and its nearest neighbor in P for the constrained
GEQ problem. The furthest voronoi diagram pruning in
Section 4.3 is, however, no longer applicable.

7 EXPERIMENTS

All proposed algorithms and the state-of-the-art method
(the MBM) have been implemented into the widely used,
disk-based R-tree index library [18] in low to relatively
high dimensions. Standard geometric operations, such as
computing MEB(Q), Cq, intersection of convex polygons
and the furthest voronoi diagram, are provided by the
CGAL and ghull libraries [1], [3]. Finally, the approxi-
mate convex hull algorithm is developed based on the
library from [35]. Our implementation is compatible with
the standard gcc. All experiments were executed on a
Linux machine with an Intel Xeon 2GHz CPU and 2GB
memory. For both R-tree and heapfiles the page size is set
to 4KB. Finally, by default 1000 queries were generated
for each experiment and we report the average.

Data sets. The first set of real data sets was obtained
from the open street map project [2]. Each data set con-
tains the road network for a state in the USA. Each point
has its longitude and latitude coordinates. We normal-
ized each data set into the space L = (0,0) x (10°,10°).
For our experiments, we have used the Texas (TX)
and California (CA) data sets. The TX data set has 14
million points and the CA data set has 12 million points.
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(a) vary A, |Q| = 1000. (b) vary |Q|, A = 3%.
Fig. 9. Pruning with the convex hull of Q.

These real data sets are in two dimensions. To test the
performance of our algorithms on different dimensions
and different types of distributi_qns, we also use synthetic
data sets in the space of L = 0% x 100,000? where d is
the dimensionality, for low to relatively high dimensions
(d = 2to d = 6). In the UN data set, points are distributed
uniformly in the space and in the RC data set, points are
generated with random clusters in the space.

Finally, to study the performance of the GEQA al-
gorithm in high dimensions, when only approximate
nearest neighbor and minimum enclosing ball can be
efficiently obtained in practice, we used the following
three real data sets in very high dimensions. The Color
data set [11] consists of 68, 040 points with 32 dimensions
and the MNIST data set [23] has 60,000 points with 50
dimensions. To investigate the performance of the GEQA
with even higher dimensions and larger data size, we
use the Cortina data set [29], which consists of 1,088, 864
points with 74 dimensions.

Query groups. For the GEQ problem, the cost of the
query depends on several critical factors. They include
the location for the center of ), the covering range of @
(i.e., the area of MEB((Q)) and how points are distributed
within the covering range. Lastly, the size of @ also
plays a role. Given these observations, a random query
is generated as follows. We specify |Q| and its area A
in terms of the percentage of the entire data space L (or
volume in more than two dimensions). Next a random
location in L is selected as the center of the query group.
Three types of distributions were used to generate |Q|
number of points within the specified area. They include
the uncorrelated uniform distribution (uu), the correlated
bivariate distribution (cb) and the randomly clustered
distribution (rc).

Default setup. In the following experiments, the default
query size is |Q| = 1000, the default query area is A =
3%, the default dimensionality is d = 2, and the default
query distribution type is rc. For all experiments, except
the results in Section 7.3 for very high dimensions, the
default size N of the data set P is 3 million. For the TX
and CA data sets, we randomly sample 3 million points
to create the default data sets. The default data sets for
experiments in low (d = 2) to relatively high (d = 6)
dimensions in Sections 7.1 and 7.2 are the UN and CA
data sets. The results from the TX data set are similar to
the results from the other real data set CA.
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7.1 Performance of the GEQA and GEQS algorithms

Pruning power of Cq. Based on our findings in Section
4.1, any algorithm for the GEQ problem could first utilize
the convex hull Cy of the query group @ to reduce the
query size. Hence, our first set of experiments explores
the pruning power of Cq for typical distributions that a
query group may have. Figure 9 shows that for various
query distributions, Cq could significantly reduce the
size of the query group. We plot the average ratios for
ICql/|Q| together with the 5% — 95% confidence interval.
For |Q| = 1000, |Cq| is only about 2% of |Q| on average
and never exceeds 3% in the worst case, regardless of the
area of the query group, as shown in Figure 9(a). Figure
9(a) indicates that l‘%’“" is roughly a constant over the
query area and uu distributed query groups have larger
|Cq| over correlated and clustered groups (however, Cq
is still just 2%|Q|). The pruning power of Cq increases
quickly (see Figure 9(b)) for larger query groups as |Cq|
grows at a much slower pace than the size of the query
group does. In most of our experiments, the results from
the uu, ¢b and rc query groups are quite similar. Hence,
remaining experimental figures only report the results
from the rc query groups.

The approximation quality of GEQA. Recall that the
approximation ratio is defined as 7, /r* if p is returned as
the answer (1, is p’s enclosing distance with respect to @
and 7* is the optimal enclosing distance). Figure 10 plots
the average approximation ratio of the GEQA algorithm
(Algorithm 2) together with its 5% — 95% confidence
interval. These results convincingly show that GEQA’s
approximation quality in practice is much better than its
worst case theoretical bound, which is v/2. In general,
from Figure 10 we can tell that for all data sets we have
tested, its approximation quality is very close to 1 with
an average approximation ratio of 1.001 in two dimen-
sions, and still below 1.01 in six dimensions. Not only it
achieves an excellent average approximation ratio, but
also it has a very small variance in its approximation
quality in practice. When d = 2, its 95% interval is below
1.008 in the worst case. The overall worst case appears
when d = 6, but its 95% interval is still below 1.05.

More specifically, for varying query covering areas A
(Figure 10(a)), varying the query group size |Q| (Figure
10(b)) and varying the data set size N (Figure 10(c)) in
two dimensions, the approximation ratios for GEQA are
almost a constant with an average that is around 1.001
and the 95% interval is below 1.006. Its approximation
quality drops slowly as the dimensionality increases as
shown in Figure 10(d). However, even in the worst case
when d becomes six dimensions, its average approxi-
mation ratio is still below 1.01 with an 95% interval
that is below 1.05. Finally, the distribution of the data
set P affects the approximation ratios to some degree.
But its effect is very minimal as evident by the close
approximation ratios from the UN and CA data sets.

A very appealing property of GEQA is its simplicity,
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especially in higher dimensions, since it mainly depends
on the classical nearest neighbor search which has been
extensively studied. It also features with the excellent
query cost (we will see shortly experimental results
on this issue), since only a nearest neighbor search is
required after finding the MEB(Q) which is also a well-
explored topic and can be done in linear time to the
size of the query group. Now, given the fact that it
has excellent approximation ratios (has almost identical
enclosing distances to the optimal answer), the GEQA
algorithm becomes an excellent candidate for answering
a GEQ query in practice for large databases in the multi-
dimensional space.

The query cost of various algorithms. We next study the
query cost of our approximation algorithm, GEQA, and
the new exact algorithm GEQS, comparing to the state-
of-the-art method MBM [27]. Figure 11 summarizes the
comparison in two dimensions, when we vary various
parameters for the data sets and the query groups. In
general, the average number of I0s for one query using
the MBM method is around 200. In contrast, both the
GEQA and GEQS only require around 10 IOs, and the
GEQA algorithm consistently incurs the least amount of
IOs. These results indicate that in two dimensions, the
new algorithms proposed in this work is one order of
magnitude better than the state-of-the-art approach.

Specifically, Figures 11(a) and 11(b) show the IOs of
different algorithms on UN and CA data sets when we
fix the query group size and vary the query group’s
covering area. Figures 11(c) and 11(d) show the same
experiment, but we fix the query group’s covering area
and change the query group size. These results indicate
that both the query group area and the query group size
do not have a significant impact to the query cost of
various algorithm. This is not that surprising, since our
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analysis suggests that the optimal query answer is very
close to the center for the minimum enclosing ball of the
query group. This indicates that the query cost is more
affected by this center, which is hardly affected by the
query group’s area and size. In all cases, the query costs
for the GEQA and GEQS algorithms are almost 20 times
better than the MBM method.

We then test the scalability of these algorithms with
respect to the size of the data set P. Using the UN and
CA data sets in two dimensions, we vary the data set
size from 1 million to 10 million. Figure 12 shows that
our algorithms have an excellent scalability for larger
data sets, e.g., they still just have less than 20 IOs for
data sets that have 10 million points. Their query costs
almost stay as a constant as IV increases. On the hand,
we can observe an an increasing query cost for the MBM
method when the size of the data set increases.

Lastly, we study the performance of these algorithms
under higher dimensions and the results are shown
in Figures 13(a) and 13(b), for the UN and RC data
sets respectively. As we can see, the query cost for all
algorithms increases in higher dimensions. However,
our algorithms have a much slower pace of increasing,
especially the GEQA algorithm. The performance gap
between the MBM method and our algorithms becomes
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larger in higher dimensions. In six dimensions, the MBM
method takes almost 30,000 IOs for one query, while
the GEQS algorithm requires about 10,000 IOs and the
GEQA algorithm only needs less than 2000 IOs (on 3
million points). We can further reduce the query cost
of the GEQA algorithm easily by using an approximate
nearest neighbor search algorithm, instead of relying
on the R-tree for the nearest neighbor search in high
dimensions (see Section 7.3).

Given these results, we conclude that in relatively high
dimensions, the best algorithm for the GEQ problem is
to use the GEQA algorithm to obtain a high quality
approximation using an efficient nearest neighbor search
method. If an optimal answer must be obtained, then
the GEQS algorithm could be used. However, there is
a limitation when using the GEQS algorithm in high
dimensions. Computing the furthest voronoi diagram
becomes challenging in this case. Thus, when d goes
beyond six dimensions, one should simply use the GEQA
algorithm to get a high quality approximate answer (see
further discussion on this issue in Section 7.3).

7.2 Query groups of large size

There are cases where not only |Q)] is large, but also |Cg|.
These cases rarely happen in practice as query points
in real applications hardly arrange themselves such that
each of them is a vertex of a convex polygon with high
probability. When this does happen, we can apply the
idea of the approximate convex hull as discussed in
Section 6.1 to remedy the problem. Figure 14 reports the
performance of such an approach. We can apply both
the GEQA and GEQS algorithms on the approximate
convex hull ACq of the query group @. We denote
such algorithms as GEQAcA and GEQACS respectively,
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and comparing their query costs against the disk-based
version of the MBM method (F-MBM) from [27]. In this
experiment we fix the number of vertices in the approx-
imate convex hull ACg to 50. In terms of the query cost,
clearly our algorithms outperform the F-MBM algorithm
and the GEQACcA algorithm has the best query cost.
For all algorithms, clearly, their query costs increases
almost linearly while |@)| increases as shown in Figure
14(a). We also test these algorithms in higher dimensions
and Figure 14(b) shows an increasing query cost for all
algorithms. Our algorithms remain the lower query costs
than the F-MBM method. Note that when dimension
increases, for our algorithms the dominant query cost is
contributed by querying the index structure, rather than
computing the approximate convex hull ACg.

There is a trade-off for the better efficiency achieved by
our algorithms. In this case, both GEQAcA and GEQAcS
algorithms only give approximate answers, while the F-
MBM method gives an exact answer. However, from
the discussion in Section 6.1, the error introduced by
the approximation is independent of |Q| and is only
determined by |ACqg|. When |ACq| = 50, € is less
than 0.001. Hence, both our algorithms achieve very
good approximation qualities. On average, r,/r* for our
algorithms is very close to 1 and the results are very
similar to those reported in Figure 10. Hence, unless an
exact answer must be obtained, one could use the the
GEQACA algorithm (since in this case, the GEQACcS also
is an approximation algorithm and it has a higher query
cost than the GEQACA algorithm as shown in Figure 14)
to find a good approximation when () becomes too large.

7.3 Performance of GEQA in Very High Dimensions

Next, we study the performance of GEQA in very high
dimensions (d up to 74). Recall that in high dimensions,
finding both the exact minimum enclosing ball and the
nearest neighbor become too expensive to be practical.
So we turn to use the approximation algorithms. For
finding the approximate minimum enclosing ball, we
adopt the (1 + ¢)-approximation algorithm in [22]. For
finding the approximate nearest neighbor, we use the
LSB-tree method proposed in [31] (with the default
parameter values used in [31]).

In our study, we use the Cortina data set as the
default data set, since it has the largest number of points
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Cortina Cortina

(approximately 1 million points) and the highest dimen-
sionality (74). To test the scalability of our algorithm,
we vary both N and d in the data set used for our
experiments. When we vary N, we simply randomly
sample N points from Cortina; when we vary d, we
simply take the first d dimensions from any point in
Cortina. In the default set up, d = 30 and N =300,000.
Finally, we tested query groups of different sizes and
different distributions, in similar ways as we did in low
to relatively high dimensions in Section 7.1. The results
are similar. Hence, we only show the results (average
of 1000 queries) using the default query group with
1000 points and the rc¢ distribution. The only available
method for exact GEQ search in very high dimensions is
to linearly scan the entire data set, and we refer to this
method as the BFS method. It is also used to find the
exact answer and the exact enclosing distance in order to
calculate the approximation ratio of the GEQA algorithm.

The approximation quality of GEQA. Figure 15 plot
the average approximation ratio of the GEQA algorithm
using the Cortina data set, as well as the 5%-95% confi-
dence interval. Although the approximation quality does
degrade compared with the results in low dimensions
(Figure 10), it is still much better than its worst case theo-
retical bound. In particular, the approximation quality of
the GEQA on this data set stays within 1.12 in the worst
case and the average approximation quality is below
1.08, when d becomes 74 and N =300,000 (Figure 15(b)).
Figure 15(a) indicates that the number of points in the
data set does not significantly affect the approximation
quality, as N increases from 100,000 to 500,000. This
is easy to understand since the points are randomly
sampled from the original 1 millions points in Cortina
data set when we vary N, meaning that these data sets
have almost identical distributions. Figure 15(b) shows
that the approximation quality of GEQA does degrade
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when the dimensionality of the data set increases, but
at a fairly slow pace. In particular, its average approxi-
mation quality drops from 1.04 in 30 dimensions to 1.07
in 74 dimensions. The variance for the approximation
quality of GEQA also increases with d, but even in
74 dimensions, this variance is still considerably small
(ranging from 1.02 to 1.12 as seen in Figure 15(b)).

The query cost. We then compare the query cost of
GEQA with the exact solution, the BFS. Figure 16 sum-
marizes the comparison when we vary the data size,
and the dimensionality, using the Cortina data set. In
general, the average number of 10s for one query using
the GEQA method is around 130 to 160 in all cases
(even when d becomes 74 or N becomes 500,000), and
the 10s of the BFS method is approximately two orders
of magnitude larger or more. More importantly, Figures
16(a) and 16(b) show that GEQA has excellent scalability
w.r.t. both N and d (its query cost increases very slowly
when N or d increases). In contrast, the query cost of
BFS increases linearly with both N and d.

More data sets. We also tested the performance of GEQA
using other high dimensional, real data sets. Figure 17(a)
compares the average approximation ratio (and the 5%-
95% confidence interval) of GEQA using all three real
data sets (all available points and dimensions in each
data set respectively). Clearly, for all data sets we have
tested, the average approximation ratio is below 1.3 in
the worst case and the overall worst case approximate
ratio is below 1.9 (both happen on the MNIST data set,
it also yields the largest variance). The approximation
variance is very small in Color and Cortina, and fairly
small in MNIST as well.

Figure 17(b) compares the average IOs of one query
for GEQA and BFS on all data sets. Clearly, in all data
sets, GEQA outperforms the BFS by at least 1.5 to 3
orders of magnitude. Given these results, we conclude
that the GEQA algorithm is an excellent solution for the
GEQ problem in any dimension (from as low as 2 to as
high as 74) because of its high approximation quality,
low query cost, excellent scalability, and very simple
implementation in practice.

8 CONCLUSION

This paper studies an important aggregate nearest neigh-
bor query type (the GEQ problem) that has many real
life applications. Our work presents novel exact and ap-
proximate methods that have significantly outperformed
the existing method for this problem. Our approximate
method is simple, efficient and effective. It has a worst-
case v/2-approximation ratio when exact nearest neigh-
bor of a point can be found and it is close to 1 in
practice. In high dimensions, this approximate algorithm
could be adapted to work with approximate nearest
neighbors and approximate minimum enclosing balls. It
gives a (close to) constant approximations and retains its
superior query performance and approximation quality
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in practice. Future work includes extending these algo-
rithms to cope with moving objects and data in the road
network databases.
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