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Abstract

Indoor localization has been studied with different approaches. Indoor localization based on
fingerprint works properly in places with obstacles. However, when it comes to large-scale imple-
ments, none of traditional ways can work efficiently, say they need either huge amounts of database
or high technique devices for measuring. Crowdsourcing is suitable for solving large scale prob-
lems by allocating small pieces of tasks to workers, and it is just appropriate for this scenario. On
the other hand, we must suffer the unavoidable unreliability of the crowdsourcing system. In this
paper, we try to design a reliable spot indoor localization model based on wireless fingerprint. In
this system, the database collecting process is accomplished by crowdsourcing approach and the
difference of the kinds of measuring information has no affect, which means we can use RSSI, CSI
or whatever measuring technique we want. Through the collecting and matching algorithm pro-
vided, we give out the error probability and other properties of this system and prove the results.
It shows that this model performance well for the indoor localization, epically in the accuracy and
efficiency aspects.

1 Introduction

1.1 Indoor Localization
One method to determine the location of a device is through manual configuration, which is often
infeasible for large-scale deployments or mobile systems. As a popular system, Global Positioning
System (GPS) is not suitable for indoor or underground environments and suffers from high hardware
cost. Local Positioning Systems (LPS) rely on highdensity base stations being deployed, an expensive
burden for most resource-constrained wireless ad-hoc networks. However, nowadays almost everyone
has got a high technique equipment for wireless sensing, that is, our smart phone. By using the people
as a crowd and this resource constrained is easy to solve.

Almost all existing localization algorithms consist of two stages: 1) measuring geographic infor-
mation from the ground truth of network deployment; 2) computing node locations according to the
measured data. In our system, we use the wifi fingerprint as the measurement, and the crowdsourcing
as the measuring technique. And once we got the information of the area, computing locations is
simply by matching.

There are mainly two errors of the indoor localization. The extrinsic error is attributed to the
physical effects on the measurement channel, such as the presence of obstacles, multipath and shad-
owing effects, and the variability of the signal propagation speed due to environmental dynamics.
On the other hand, the intrinsic error is caused by limitations of hardware and software. While the
extrinsic one is more unpredictable and challenging during real deployments, the intrinsic one causes
many complications when using multi-hop measurements to estimate node locations. Results from
field experiments demonstrated that even relatively small ranging errors can significantly amplify the
error of location estimates [1]. Thus, dealing with such errors is an essential issue for high-accuracy
localization algorithms. Our system tend to estimate the influence of the intrinsic error and the obsta-
cles and shadowing effects in extrinsic one. But since our system need the environment to be statics,
it can not deal with the signal noise and environment dynamics of the extrinsic error.
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We are interest in designing a spot localization model to identify the device in 1m x 1m square.
Localizing the device outside the box will be useless, irrespective of whether the estimated location is
close or far away from the box. This model can be spread used. For instance, the advertising industry
is beginning to expect location accuracies at the granularity of an aisle in a grocery shop. Museums
are expecting user locations at the granularity of paintings so users can automatically receive infor-
mation about the paintings that they walk by [2]. In addition to such high accuracy demands, these
applications are inherently intolerant to small errors. If a localization scheme incorrectly places a user
in the adjacent aisle in the grocery store, or downloads information about the adjacent painting, the
purpose of localization is entirely defeated. Localization schemes will need to meet strict standards,
with incurring little costs of installation and maintenance.

1.2 crowdsourcing

Figure 1: Task allocation in crowdsourcing system

Crowdsourcing is considered as an effective way for addressing problems by utilizing human
computation power in domains like classification, scoring and etc. Crowdsourcing is an effective
way for resolving tasks such as classification, identification, scoring by accumulating answers from
human worker population. One typical crowdsourcing system is Amazon Mechanical Turk where
people can upload tasks on the system platform and obtain answers from workers later. In this sys-
tem, workers can finish tasks to get a small payment while the task providers could obtain a large
number of answers submitted by workers to estimate question answer at a low cost. We can take the
measuring process as the requirement and take the answers as feedback. There have already been
many typical crowdsourcing systems worldwide[3] such as Amazon Mechanical Turk[4], Yelp[5]
and Yahoo! Answers[6],

Due to the complex composition of workers, obtained answers will be a mix of noise which en-
hance the difficulty of estimating true answers. To get reliable answers from workers, we shall utilize
redundancy, which indicates that we shall allocate each task to multiple workers. When obtaining
multiple answers for each task, we also have to utilize efficient inference algorithm to filter noise
answers from low-qualified workers and estimate answers more accurately.

Expectation maximization (EM) is another algorithm for obtaining the reliable answer from the
crowd, moreover, it can also derive the reliability of the workers. It has been proved to be effective in
the classification system adopting labeling model[7][8], where we want to choose one correct label
from multiple labels for each tasks. However, the result of the EM algorithm is highly sensitive to
the initial that is usually randomly guessed; therefore, it is difficult to guarantee the accuracy of the
derived answer.

Now many researchers are focusing on estimating task answers by estimating the reliability of
workers and many algorithms have been proved to be effective in the labeling* tasks. Karger et al.
propose a task allocation method based on random regular bipartite graph and use low rank approxi-
mation to generate the estimated answer [9]. Moreover, they also develop an efficient crowdsourcing
system in minimizing the task assignment redundancy while achieving a desirable reliability.

However, these research normally focused on the inference problem, but ignored the question of
how to assign workers to tasks by assuming that the learner has no control over the assignment. There
have been researches about the allocation method in labeling problems[10][9]. The authors use low-
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rank approximation of weighted adjacency matrix for a random regular bipartite graph and design
crowdsourcing systems that are efficient in the sense of achieving reliability at the minimal cost of
redundancy. When tasks are homogeneous, eigenvalue decomposition could also be used to estimate
each workers quality[11]. Their bounds depend on a quantity which they refer to as the populations
average competence. The labeling problems could also be generalized to heterogeneous classification
tasks[12]. By employing online primal-dual techniques, the authors derive a provably near-optimal
adaptive assignment algorithm, and show that assigning workers adaptively to tasks can lead to more
accurate predictions at a lower cost when the available workers are diverse. The schemes proposed
for labeling scheme as mentioned above, however, are unsuitable to be applied to scoring problems,
because the answers in the latter could be corcorrelative with each other.

While the work mentioned above are focusing on how to infer the correct answer, efforts have
been made to investigate how to appropriately assign tasks to workers.

Karger et al. propose a task allocation method based on random regular bipartite graph and
use low rank approximation to generate the estimated answer[9][10]. Moreover, they also develop
an efficient crowdsourcing system in minimizing the task assignment redundancy while achieving
a desirable reliability. Ghosh et al. apply eigenvalue decomposition method to homogeneous-task
model [11] and Ho et al. generalize the model to be heterogeneous[12].

In this paper, we propose a indoor localization system with crowdsourcing approach. And we
design an algorithm for crowdsourcing tasks, which infers task answers based on not only the worker
quality but also the answers’ correlations with each other. Specifically, the main contributions are as
follows.

• We build a indoor localization system by using crowdsourcing method and propose the alloca-
tion method, database calculating method and matching algorithm. In the system, the different
measuring methods have no affect.

• We propose and iterative algorithm which assigns diverse weights to workers’ submitted an-
swers based on their quality.

2 System Model

2.1 Overview

Figure 2: Measurement of indoor localization with wireless approach

We have a total indoor area of l1 (m) × l2 (m). The whole place could be divided into many
la (m) × lb (m) cells. So there are totally M = l1

la
× l2

lb
cells; Many wireless transmitting routers*

is placed in this indoor area. Suppose there are totally N wireless routers denoted by {Rj ; j =
1, 2 · · · , N}. So there is totally N signals as well. The objectives of indoor localization is tell the
user which cell he is in. Since we use fingerprinting mapping method, we need to design a calibration
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method. We use crowdsourcing to collect signal features of all possible locations in the area to build
a fingerprint database. Features at each location should differ from all the others to avoid ambiguity,
and this is one critical factor we studied in our system. The whole system could be divided into two
steps, which is database collecting step* and service step*.

2.2 database collecting step
For the database collecting step, each worker submit their answers

~ri = (ri1, ri2 · · · , riN ) rij ∈ (0, rmax
j ), (2.1)

where ri is the RSS(Received Signal Strength) of signal send by wireless router Rj and has its own
maximum value smax

i . We want to build a database of all the cells

D = {~d1, ~d2 · · · , ~dM}, (2.2)

where

~di = (di1, di2 · · · , diN ) dij ∈ (0, smax
j ). (2.3)

After all of the information is collected, we build the database of 2.3 by doing

~di =
1

n

∑
~ri i ∈ {1, 2 · · · , n} (2.4)

There is another way that we can get the database is doing an iterative algorithm.

Figure 3: Task allocation in crowdsourcing system

For tasks with an continuous answer interval in [a, b], we define a correlation function to describe
the proximity (correlation) of two scores are with each other in as the equation (2.5) shows. For the
simplicity of mathematical analysis, we use the square form (·)2 instead of the absolute value sign
form |·| to profile the correlation.

R (x, y)
∆
=

{
1− c(x− y)

2
if |x− y| < 1√

c
,

0 otherwise ,
(2.5)

where c is the constant.
And in to clarify the analysis in the following sections, we also give definitions of some derivative

parameters. We define q̃j|y as

q̃j|y
∆
=

∫ b

a

fj (x|y)R (x, y) dx, (2.6)

The biased correlation function R̃ (x, y) is defined as

R̃ (x, y)
∆
= R (x, y)−

∫ b

a
R (x, y) dy

b− a
, (2.7)

which satisfies
∫ b

a
R̃ (x, y) dx = 0. Then the quality of worker j when the true answer of task is y is

defined as

qj|y
∆
=

∫ b

a

fj (x|y) R̃ (x, y) dx . (2.8)

When quality of workers is divergent, MCE algorithm is error-prone since it gives identical weight
to each worker’s answer. In order to estimate task answers accurately, we can use workers’ quality as
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their weight while to estimate workers’ quality answers precisely, we shall use true answers of tasks.
However, neither workers’ quality nor task answer is prior known. To resolve such a challenge,
we propose the WMCE algorithm which can estimate both the worker quality and task answers by
iterations at the same time. At each iteration, the algorithm will update new estimated answer vector
t̂(h) =

[
t̂
(h)
i

]
i∈[m]

and new estimated quality vector q̂(h) =
[
q̂

(h)
j

]
j∈[n]

, where the superscript (h)

denotes the value of variables in the hth iteration.

Algorithm 1 Database Algorithm

Input:
The answer matrix A = [Aij ]

m×n

The maximum iteration number hmax

The biased correlation function R̃(x, y)
Output:

The estimated answer vector t̂
1: Initialize the estimated qualtiy vector q̂(1) = 1n, where 1n denotes the all-ones vector in n-

dimensional.
2: for h = 1, 2, ..., hmax do
3: for i = 1, 2, ...,m do
4: t̂

(h)
i = arg max

x∈[a,b]

∑
j∈∂i

q̂
(h)
j R̃ (x,Aij);

5: end for
6: for j = 1, 2, ..., n do
7: q̂

(h+1)
j = 1

r

∑
i∈∂j

R̃(t̂
(h)
i , Aij);

8: end for
9: end for

10: The estimated answer vector t̂ = t̂(hmax)

11: return t̂;

2.3 service step
Then at service step, users {uk|k ∈ 1, 2 · · · ,K} submit there receive signal strength

~rk = (rk1, rk2 · · · , rkN ) rkj ∈ (0, rmax
j ). (2.9)

We do the judgement by Algorithm 2
Intuitively, we can use the hamming distance to make a judgement, which can be expressed as

J(uk) = arg
∥∥∥~rk − ~di

∥∥∥ = arg
N∑
j=1

|rkj − dij |. However, it is not suitable for our system according

to the following reasons.

• The wireless strength can be collected through different method. Power, time and angle features
are among conventional physical measurements. Our system allow the combination of different
measurement. The information collected by different methods have different units and can not
be calculated together

• Even we climate the difference in units and uniformizate before calculate different information
together, different information tend to have different weight. The information have different
density distribution as well as the maximum and minimum value, so it is hard to estimate the
real weight of different information.

• Our algorithm have a better performance to climate the shape noisy influence* for the users.
That is *** in

Metric:
Pe = P(J(uk) 6= i|uk = i) (2.10)
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Algorithm 2 Matching Algorithm

Input:
The wireless fingerprint database D
The receive signal strength of user {~rk}

Output:
The localization results {J(uk)}

1: for k = 1, 2...,K do
2: position = 1;
3: for i = 2, 3...,M do
4: judge = 0;
5: for j = 1, 2..., N do
6: if |rkj − dposition,j | > |rkj − dij | then
7: judge+ +;
8: else
9: judge−−;

10: end if
11: end for
12: if judge > 0 then
13: position = i;
14: end if
15: end for
16: J(uk) = position;
17: end for
18: return {J(uk)};

i
d

1i
d

+

k
u

Figure 4: A sharp noisy* situation example
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3 Analysis

3.1 Lower Bound
To get the lower bound of the error probability, we assume every worker can give the

Theorem 1. Under the ideal situation, the probability of error is

lim
M→∞

Pe ≥
N∑

k=N/2+1

Ck
N (P 1

e )
k
(1− P 1

e )
N−k

(3.1)

Proof. To get the lower bound of the probability of error, we should use the following Lemma 1

Lemma 1. Consider one wireless signal sj transmitting in the direction which is vertical of the cell
border. When the total cell in this line is Mj and maximum and minimum signal strength is rmax

j and
rmin
j , respectively. Then the average probability of error between adjacent cells can be express as

P 1
e ≥ Φ(−

√
3n

(rmax
j − rmin

j )
2

2
√

2M
) (3.2)

where the .

Figure 5: The situation between two adjacent cells

Proof. The probability of error is

P l
e = P(J(uk) = i+ 1|uk = i) + P(J(uk) = i|uk = i+ 1) (3.3)

Where the right part can be express as

2P(J(uk) = i+ 1|uk = i). (3.4)

By using the geometric relationships, we can get

P(|rkj − dij | > |rkj − d(i+1)j |) (3.5)

and

P(rkj <
dij + d(i+1)j

2
) (3.6)

Since we have the definition that

~di =
1

n

∑
~ri i ∈ {1, 2 · · · , n}. (3.7)
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and

dij =
1

n

∑
rij i ∈ {1, 2 · · · , n}, (3.8)

which can be expressed as

di = E[rij ] i ∈ {1, 2 · · · , n} (3.9)

where

rij ∼ U [rmax
j − i r

max
j −rmin

j

M , rmax
j − (i− 1)

rmax
j −rmin

j

M ]
∆
= U [a, b].

(3.10)

Using Lindeberg-Levy Theorem we can get that

√
n(dij − (rmax

j − (i− 1
2 )

rmax
j −rmin

j

M ))
d→N(0, 1

12 (
rmax
j −rmin

j

M )2)
(3.11)

√
n(d(i+1)j − (rmax

j − (i− 3
2 )

rmax
j −rmin

j

M ))
d→N(0, 1

12 (
rmax
j −rmin

j

M )2)
(3.12)

And by using the definition of the normal distribution, we can get that

P 1
e ≥ Φ(−

√
3n

(rmax
j − rmin

j )
2

2
√

2M
) (3.13)

Theorem 2. For ∀y ∈ [a, b] and ∀j ∈ [n], if fj (x|y) = 0 when |x− y| > 1√
c
, the mathematical

expectation of correlation error Ec can be expressed as1

E [Ec] =
1

m

∑
i∈[m]

E [Ec,i], (3.14)

where E [Ec,i] is the mathematical expectation of correlation error for ith task. E [Ec] can be ex-
pressed as

E [Ec] = X + Y , (3.15)

where 
X = c

( ∑
j∈∂i

w̃l,jbj|ti

)2

Y = c
∑
j∈∂i

w̃2
l,jvj|ti

. (3.16)

The normalized worker weight satisfies
∑
j∈∂i

w̃l,j = 1, where w̃l,j = 1
l for ∀j ∈ ∂i in MCE algorithm

while w̃l,j =
qj∑

j∈∂i

qj
for ∀j ∈ ∂i in WMCE algorithm.

3.2 Upper Bound
This part need to be done in the future.

4 Simulation
Use a 100*100 indoor region, 10000 workers, There are noise influence on workers answers

r′mj = rmj + αU [−1, 1] (4.1)

The result is shown as follows. Each blue points means that a work is allocated to get the signal
strength of this point. And when the database is collected, we use 1000 users to test the performance
of the system.

By using users to estimate the performance, we can get the probability of error for all of the users.
The result is shown as follows figure.

1E [·] is a notation of mathematical expectation. Throughout this paper, we use boldface characters to denote random
variables.
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Figure 6: Task allocation

Figure 7: Perror
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5 Future Work
This is only a junior work for using our crowdsourcing model into the indoor localization field. In
the summer vacation we want to build a real system to test the algorithm.
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