
Progress Report 1

5060309673 Wu Mo
5060309689 Liu Xiang

March 30, 2009

1



Contents

1 Things we have done 2

2 Things we are going to do 2

3 Brief Introduction 2

4 Methods 3

5 Shortcomings 4

6 List Of ad hoc routing protocols 4

7 Reference 5

1 Things we have done

Until now, we are still on the stage of searching for materials and getting familiar
with the project we have chosen. The content as follows is a brief summary of
what we have done about the project of ”Routing in Sensor Networks”. By
reading more papers and books and getting wider and further information from
the internet about the routing protocols of wireless networks in the next few
weeks, we have confident to be well up in our project. Once we have got enough
essential knowledge and made sufficient preparation, we will begin to try to
develop new routing protocol in sensor networks and compare the results from
the implementation and simulation in NS-2. We will keep working and trying.

2 Things we are going to do

In the following weeks, our group will focus on developing algorithms by using
VC++ according to what we have read and searched for this project. We will
also keep practicing network simulation by using NS − 2 in order to get better
understanding and familiarity towards this software. Frankly speaking, the
project we have chosen is still little bit tough for us because this WSN field
is newly-researched and lack of comparatively rudimentary material we could
use. Furthermore, what we have learned in the class actually provides seldom
significant to our research. That is in the coming span of time we must try
our best to read as more thesis or works as possible guaranteeing the upcoming
work run smoothly.

3 Brief Introduction

The Wireless Routing Protocol (WRP)is a proactive unicast routing protocol
for mobile ad-hoc networks (MANETs). WRP uses an enhanced version of
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the distance-vector routing protocol, which uses the Bellman-Ford algorithm to
calculate paths. Because of the mobile nature of the nodes within the MANET,
the protocol introduces mechanisms which reduce route loops and ensure reliable
message exchange. The wireless routing protocol (WRP), similar to DSDV,
inherits the properties of the distributed Bellman-Ford algorithm. To counter
the count-to-infinity problem and to enable faster convergence, it employs a
unique method of maintaining information regarding the shortest distance to
every destination node in the network and the penultimate hop node on the
path to every destination node. Since WRP, like DSDV, maintains an up-to-
date view of the network, every node has a readily available route to every
destination node in the network. It differs from DSDV in table maintenance
and in the update procedures. While DSDV maintains only one topology table,
WRP uses a set of tables to maintain more accurate information. The tables
that are maintained by a node are the following: distance table (DT), routing
table (RT), link cost table (LCT), and a message retransmission list (MRL). The
DT contains the network view of the neighbors of a node. It contains a matrix
where each element contains the distance and the penultimate node reported by
a neighbor for a particular destination. The RT contains the up-to-date view
of the network for all known destinations. It keeps the shortest distance, the
predecessor node (penultimate node), the successor node (the next node to reach
the destination), and a flag indicating the status of the path. The path status
may be a simple path (correct), or a loop (error), or the destination node not
marked (null). The LCT contains the cost (e.g., the number of hops to reach the
destination) of relaying messages through each link. The cost of a broken link
is infinity. It also contains the number of update periods (intervals between two
successive periodic updates) passed since the last successful update was received
from that link. This is done to detect links breaks. The MRL contains an entry
for every update message that is to be retransmitted and maintains a counter for
each entry. This counter is decremented after every retransmission of an update
message. Each update message contains a list of updates. A node also marks
each node in the RT that has to acknowledge the update message it transmitted.
Once the counter reaches zero, the entries in the update message for which no
acknowledgments have been received are to be retransmitted and the update
message is deleted. Thus, a node detects a link break by the number of update
periods missed since the last successful transmission. After receiving an update
message, a node not only updates the distance for transmission neighbors but
also checks the other neighbors’ distance, hence convergence is much faster than
DSDV.

4 Methods

Each node implementing WRP keeps a table of routes and distances and link
costs. It also maintains a ’message retransmission list’ (MRL). Routing table
entries contain distance to a destination node, the previous and next nodes along
the route, and is tagged to identify the route’s state: whether it is a simple path,
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loop or invalid route. (Storing the previous and successive nodes assists in de-
tecting loops and avoiding the counting-to-infinity problem - a shortcoming of
Distance Vector Routing.) The link cost table maintains the cost of the link to
its nearest neighbors (nodes within direct transmission range), and the number
of timeouts since successfully receiving a message from the neighbor. Nodes
periodically exchange routing tables with their neighbors via update messages,
or whenever the link state table changes. The MRL maintains a list of which
neighbors are yet to acknowledged an update message, so they can be retrans-
mitted if necessary. Where no change in the routing table, a node is required to
transmit a ’hello’ message to affirm its connectivity. When an update message is
received, a node updates its distance table and reassesses the best route paths.
It also carries out a consistency check with its neighbors, to help eliminate loops
and speed up convergence.

5 Shortcomings

WRP has the same advantage as that of DSDV. In addition, it has faster con-
vergence and involves fewer table updates. But the complexity of maintenance
of multiple tables demands a larger memory and greater processing power from
nodes in the ad hoc wireless network. At high mobility, the control overhead
involved in updating table entries is almost the same as that of DSDV and
hence is not suitable for highly dynamic and also for a very large ad hoc wire-
less network. WRP requires large memory storage and resources in maintaining
its tables. The protocol is not suitable for large mobile ad hoc networks as it
suffers from limited scalability.

6 List Of ad hoc routing protocols

1 Pro-active (table-driven) routing
2 Reactive (on-demand) routing
3 Flow-oriented routing
4 Adaptive (situation-aware) routing
5 Hybrid (both pro-active and reactive) routing
6 Hierarchical routing protocols
7 Geographical routing protocols
8 Power-aware routing protocols
9 Multicast routing
10 Geographical multicast protocols (Geocasting)
11 Other protocol classes
12 External links
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