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1. Crowdsensing

First, I will introduce a new and promising paradigm in environmental data
collection, called crowdsensing. It utilizes the ubiquitous mobile devices with en-
hanced sensing capabilities to gather, analyze, and share their local information,
such as position, noise, air pollution, traffic congestion, and so on.

In recent years, crowdsensing has gained increasing interest from research com-
munity. Many novel works have been proposed for various scenarios, €.g., on-street
parking [12], environmental monitoring [11], in-door localization [14, 16], floor plan
reconstruction [6], real-time image search [18], scalable sound sensing [9], sociable
sensing [13], mobile video streaming [7], and traffic estimation [10].

2. Motivations

As we know, the success of crowdsensing based services critically depends on
sufficient and reliable data contributions from individual participants, i.e., we hope
to attract large-scale, sustained, and high quality participations to support the high
quality of data services.

But, the reality is that the collected sensing data items are of diverse qualities.
One possible reason is that the mobile users are rational, and only consider their
own profits. Since performing sensing tasks requires time, battery consumption,
storage space, and computation resources, mobile device users may not be willing
to participate in the sensing campaign, if and only if they receive proper and
enough compensations. In addition, the different levels of personal efforts may also
influence the data qualities. Take the noise monitoring on campus for instance.
The correct measurement approach is to let the phone exposed in the air, rather
than putting them on a busy road, or into the pocket.

In a word, to bridge the gap between the vision and reality, it is of great
necessity to incorporate the considerations of data quantity and data quality, when
designing an incentive mechanism.

3. Online Fingerprints Collection

As shown in Figure 1, we focus on a concrete crowdsensing model, called
online fingerprints collection. To perform the accurate indoor localization for a
specific region, e.g., a library, the data purchase first has to build the corresponding
fingerprinting database of received signal strength (RSS). Then, she releases the
sensing tasks through the trading platform. We note that the data purchaser also
needs to submit her pricing strategy M for different types of data points to the
trading platform. Regarding the data procurement, we here consider that the
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Figure 1: Online Fingerprints Collection.

interested workers arrive in a sequential way. Once a worker w; arrives, she first
submits a bid b; to platform, and then receives a claimed payment p;. If p; > b;, then
the worker will accept the transaction, undertake the sensing tasks, and forward
his data point x; to the platform. Otherwise, she will reject the transaction, and
the trading platform gets null signal. Finally, all the collected data items will be
sent to the data purchase, which may facilitate the construction of database.

Using the terminology from game theory, the data procurement process is a
defacto reverse auction.
4. Design Goals

In this section, we identify requirements on the design from two aspects, i.e.,
game theory and machine learning.

On one hand, we illustrate some desirable economic properties, including
truthfulness, budget constraint, and individual rationality.

e Truthfulness: The worker’s bid is consistent with her sensing cost ¢;, i.e.,
b; = ¢;. Here, ¢; denotes the reserve price for the worker to undertake the
sensing tasks.

e Budget Constraint: Budget constraint is specific to the trading platform or
the data purchaser, which indicates that the total payments should be within
a threshold, i.e., >, pr < B.

o Individual Rationality: Individual rationality means that the selected worker
should be rewarded no less than her sensing cost, .e., p; < ¢;.

On the other hand, we present the solution concepts in terms of machine
learning, whose roadblock is to deal with biases.
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e Online: Online data procurement implies the sequential data arrivals. In
other words, the trading platform has no future information. Furthermore,
the update of hypothesis h in the online learning algorithm should also be
taken into account.

e Regret Minimization: Regret minimization is related to loss function £(-). In
particular, regret is defined as the difference between the current loss and
globally optimal loss, e.g., at a time period ¢,

loss = Zé(ht, Tt), (1)
t
regret = loss — Z ((hy,xy), (2)
t

where hj represents the globally optimal hypothesis function under the condi-
tion that the trading platform knows all the future information.

5. Candidate Solutions

In this section, I clarify our candidate solutions, which were derived using the
enlightenment from the previous top works. Here, for brevity, I will only show the
design ideas, and may not elaborate on the details.

First, we plan to preserve the property of truthfulness by employing the posted-
price model [1,15]. Under such model, the payment is bid-independent, and thus
truthfulness can easily be guaranteed. Another appealing property of this model
is it gives take-it-or-leave-it price offer. Hence, individual rationality can also be
achieved.

Second is about the tradeoff between budget feasibility and regret minimiza-
tion. To the best of my knowledge, there exist at least two suitable techniques.
One is called the importance weighted regret bound [3], which was originally pub-
lished in the proceeding of ICML. Furthermore, it was utilized in a paper, called
“Low-cost learning via active data procurement” [1], which has been accepted by
the proceeding of EC last year. In this work, Abernethy et al. propose a model of
online learning with purchased data: T arriving data points and a budget B. They
finally show regret on order of T//v/B and lower bounds of the same order. The
other idea comes from Multi-armed bandit (MAB) problem. Its intention is to seek
for a tradeoff between exploration and exploitation. In addition, some related work
may also target on the property of truthfulness [4, 5], or budget constraint [2,8,15].

6. Future Work

Regarding the future work, we shall first instantiate above general techniques
with our concrete scenario, i.e., indoor localization. Specifically, we may employ
the maximum likelihood estimation (MLE) with imperfect information to draw the
predicative error for different types of data points. Then, we can derive the concrete
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and accurate data qualities, and thus construct the definite data pricing strategy.
In fact, this fundamental work has been done by Wen et al. [17]. Second, since
I am more familiar with cryptography, it is still a good idea to achieve the strict
truthfulness of the EC paper as mentioned above by employing some authentica-
tion schemes. In particular, [1] has a seemly strong assumption, i.e., the trading
platform needs to obtain both an arriving data point and her cost ¢;, where the cost
is used to importance-weigh the data based on the probability of picking a pay-
ment larger than that cost. It is worth noting the the requirement of truthfulness
is b; = ¢;. To explore a strictly truthful implementation, the arriving worker can
commit to her bid, which could be a message authentication code or signature on
the cost ¢;, for non-repudiation. Moreover, she can still employ a order preserving
encryption (OPE) scheme to preserve her cost for privacy, while maintaining the
functionality of the online pricing algorithm. If the worker accepts the transaction,
she reveals her data point and her cost, verifying the validity of the authenticator.
It is strictly truthful for the worker to commit to her true cost.
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