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Part I

Introduction
Who is more likely to gain a large number of citations? Predicting the

future influential researchers in big scholarly networks. If we want to know in
some certain research field who is most likely to win a prize, or in the future
several years, who will publish most papers in a famous journal, we need to
analyze the data of a huge number of researchers in the last several years and
make a closest rediction.

This project is to predict the most influential researchers in the future. The
definition of it is not definite, and many factors can contribute to it, such as
paper numbers, paper citations, research field, co-authors and so on.

To simplify and quantificat the problem, we just use the citation numbers
to measure the level of influence.

The problem then becomes how to use the data of the last several years
to predict the citation numbers, or other data like H-index and G-index in the
next few years.

Part II

Basic thoughts
For any researcher, if we know his or her publishing papers, citations, and

where he or she published the paper on in the last few years, we can build
models to analyze the changing trade of the data, using the trade of the data
growing, we can predict the citations, paper numbers and H-index in the next
several years.

So what we need is many researchers’ data in some certain years. We be-
lieve the data must be changing in some common trade, and we just want to
find the general rule of the data growing.
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Part III

Data Preperation
We crawled 1000 researchers’ data from www.xueshu.baidu.com, after throw-

ing the data which is not useful, there are 987 left, so this is our data set. Time
limiting, we can’t find another larger data set, but with more time, we can gain
much more researchers’ data.

For the 987 researchers, we want to get most of their information, and as
a result, we did the most(See Figure 1., Figure 2. and Figure 3.).

Figure 1: data we have dealedwith

Figure 2: data we get from the researcher’s personal main page
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Figure 3: data we get from the researcher’s personal main page

As we can see, we almost crawled every useful information in the re-
searcher’s main page, but there are still some data we want, but have no time
to get it(See Figure 4.).

Figure 4: data we want but not get yet

We can get all the researcher’s papers’ links in his or her main page, and
there are many important and useful data we want to get, and particularly, the
data is what our model needs, if we have time to get them, we will predict the
citation more accurate.

Part IV

Why This Data Set
Before we finally decided to chose this data set, we tried every way to find

a good data set.

At the beginning, we are interested in the data sets on https : //www.aminer.cn/citation,
there are many data sets on it, though, we found them useless. For example,
most of the data struct is in the following manner(See Figure 5.), there are the
paper’s title, authors, publish year, publish journal name, index, papers it re-
ferring to, and its abstract. First, it doesn’t give the citation numbers of every
paper, and then, the reference information is among these papers, that is to say,
if we added them up, we can’t get a paper’s all citation information, so we just
gave up this data set.
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Figure 5: data struct in the data set

Since there are no data sets are ready for us to us, so we decided to crawl
the data from some paper websites.

Our first target is WebofScience, but after we compared it with scholar.google.com,
we decided to turn to the latter on. I wrote codes to achieve it, and it goes well
at first, I just finished 1000 researcher’s infomation collection and his every
paper’s data(See Figure 6.), however, something wrong then happeded. I met
HTTP ERROR 503 and couldn’t solve it, even if now it is solved, but at that
time, I only had to turn to xushu.baidu.com.

Figure 6: some links I have already got

There are also plenty of data on xueshu.baidu.com, even more kinds of.
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Many useful data is valuable to analyse. This is why we choose it to be our
data sets.

Part V

Source Code
I wrote several to crawl the data down, and analyzed them step by step.

The key part is using POST to get all the pages’ data(See Figure 7.).

Figure 7: using POST to get the data in the next page

There are several steps of collecting data. Firstly, I crawled the pages from
the web and saved them, then I can get all the useful information in the pages,
and from the first page, I can get page 2, page 3 and so on. I saved all of them
because there are page links on them. After having the pages, I can read the
paper links in them, and get the paper pages, in which there are every paper’s
detail infomation.

All detail codes can be viewed on github, https : //github.com/NashWang1997/Citation−
Prediction. Some data sets are big and I may put them into my netdisc, which
is not ready yet.
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