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Abstract

Nowadays social platforms like weibo and twitter are becoming perfect
places for rumor to spread. In this project I present a method to model a
sequence of posts about an event and judge whether it is a rumor.The model
is based on recurrent neural networks(RNN) with attention mechanism to
capture long range dependence of weibo posts.

1 Introduction

With the fast development of microblogging platforms, rumors can spread fast and widely.
It has become a crucial problem to detect rumor automatically. It is a natural choice to
use deep learning to do this job when you have access to massive amounts of data. On
microblogging platforms, the spread of rumor naturally forms a sequence structure composed
of user posting and reposting. We are able to model such structure with deep learning by
using rnn structure. However, the lengths of microblogging posts about an event are often
large and various. In this project, I use rnn with attention structure to model sequence of
posts with large length. The model can learn both the temporal and textual representations
from posts compared to former method with hand-crafted features.

The experiment is mainly based on Weibo data. We have posts about 4664 events and each
event contain thousands of posts. The experiment shows a better performance than previous
method.

2 Methodology

In this section, I will describe the structure of our model and the data processing method we
use for the experiment.

2.1 Recurrent neural network

Leveraging RNN for sequential modeling and time-series prediction has been widely applied
in information retrieval systems. A basic RNN can be formalized as follows: given an
input sequence (x1, x2, ..., xT ), and for each timestamp, the model update the hidden state
(h1, h2, ..., hT ) and output (o1, o2, ..., oT ). Figure 2.1 shows a basic unfolded structure of
RNN.
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Figure 1: Basic unfolded RNN

Under the scene of rumor detecting, we take the last output oT as the final judgment
of whether an event is a rumor. In many situations, this result depend heavily on the
information source, which means the early stage input of the model.In theory, RNNs are
absolutely capable of handling such “long-term dependencies”, however, due to reasons such
as gradient vanish [2, 7]. A new RNN structure called LSTM [4] was presented to solve this
problem.

2.2 LSTM

Long Short Term Memory networks(LSTM) are a special kind of RNN, capable of learning
long-term dependencies. First introduced by Hochreiter & Schmidhuber (1997) [4]. In LSTM,
the hidden layer in basic RNN is replaced by an LSTM cell. The structure of the cell is
shown in Figure2.2

Figure 2: The structure of LSTM

It consists of three "gate" structure. The input gate determines what new information should
be added to the cell state. The forget gate decide what information should be thrown away
from the cell state. And the output gate decide what we are going to output. With such
structure, LSTM is able to learn long-term dependencies.

2.3 Posts Segmentation

As we mentioned before, the numbers of posts about different events can be huge and varied,
so we need to divide all the posts to several segmentations with similar length. We tried
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some methods and the algorithm described in Ma Jing et.al. [6]. The algorithm is described
below.2.3

Input:
Relevant posts of one event Ei = {(mi,j , ti,j)}nj=1
Reference length of RNN N

Output:
Time intervals I = I1, I2...

1: L(i) = ti,ni
− ti,1; l = L(i)

N ; k = 0
2: while true do
3: k++;
4: Uk ← Equipartition(L(i), l);
5: U0 ← {emptyintervals} subseteqUk;
6: U ′k ← Uk − U0;
7: Find Ūk ⊆ U ′k such that Ūk contains continuous intervals that cover the longest time

span;
8: if |Ūk| < N && |Ūk| > |Ūk−1| then
9: l = 0.5 ∗ l;

10: else
11: I = {I1, I2, I3...|Io ∈ Ūk}
12: return I;
13: end if
14: end while
15: return I;

This algorithm divide the posts into segmentations with same time intervals and the number
of segmentations is around N

2.4 Vectorization

I used term frequency–inverse document frequency(TFIDF) value to vectorize the paragraphs
I got after segmentation. It is a modified word bagging method which takes inverse document
frequecy into consideration.The TFIDF value of an word in a document is

TFIDF (w, d) = tf(w, d)× idf(w,D)

where
tf(w, d) = 0.5 + 0.5 · fw,d

max{ft′,d : t′ ∈ d}

itf(w,D) = log
|D|

|{d ∈ D : t ∈ d}|
I took the 5000 words with max TFIDF values as the dictionary, so every segmentation is
vectorized into a 5000-dimension vector.

2.5 Attention

Attention mechanism is widely used with CNN to deal with image recognition problems [3,5,8].
Attention is recently found useful in NLP missions such as machine translation [1] combined
with seq2seq RNN models. RNN with attention mechanism is able to discover longer
dependencies compaired to basic LSTM. I used a relatively easy attention structure in my
model.

ct = tanh(htWc + xTUc)

a = softmax(c)

h̄ =

T∑
t=1

at ∗ ht

o = σ(h̄Wo + bo)
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Where ht is the hidden layer value at timestamp t, xT is the last input, which can be seen
as an "conclusion" of the whole sequence.

The final model structure is shown in Figure2.5.

Figure 3: The structure of our model

3 Experiments and results

3.1 Data collection

We use the dataset offered in Ma Jing et.al. [6]. It is crawled from Weibo. Basic description
is listed in Table1

Table 1: The dataset of Weibo
Statistic Weibo

Users # 2,746,818
Posts # 3,805,656
Events # 4664
Rumors # 2313
Non-Rumors # 2351
Avg. time length/event 2,460.7 hours
Avg. # of posts/event 816
Max # of posts/event 59,318
Min # of posts/event 0

3.2 Experiment result

Our Baselines are Simple LSTM and multilayer LSTM. The experiment result is shown in
Table2
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Table 2: Rumor detection results
Model Accuracy AUC F1

Simple LSTM 0.9048 0.9640 0.9024
Multilayer LSTM 0.9119 0.9668 0.9084

RNN with attention 0.9238 0.9728 0.9223

As we can see, RNN with attention get 2% higher accuracy than Simple LSTM and 1% higher
than Multilayer LSTM. Considering the accuracy of baselines are over 90%, the increase is
significant. For the AUC metric, the relatively high result shows that the result our model
get is more robust than the baselines.

4 Conclusion

In this project, I added a modified attention structure to RNN to detect rumor in social
medias and reached a state-of-the-art result in experiment.The following are the future
improvements:

1. Experiment on more large dataset may be more convincing
2. Further study can be done on attention model. The learned attention value can tell

us some information between specific words and rumor. Such information may help
social networks improve their keyword detection technology.

Finally, I’d like to thank professor Xingbing Wang and Luoyi Fu for the class Mobile Network.
I learned a lot in this class thanks to their guidance.
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