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Introduction
ØWhat is Bitcoin?
ØThe first decentralized 

cryptocurrency.
ØBased on blockchain (distributed 

database system).
ØUsing consensus mechanism(PoW) 

to keep correctness.
ØA wallet address represent an 

account.



Introduction
ØNumber of Bitcoin users is growing rapidly.

ØNo ground truth of whether a transaction is abnormal or not.

ØBitcoin network is continuously updating.

ØAll kinds of information are recorded in blocks.
ØWe can make them visual!



Methods – Data Collection
ØAll blocks are available on Internet.

ØTotally 522137 blocks until May 18 2018.
ØTake 0.4MB as an average size, totally ~200GB!
ØHere I download block height 300000~522137.
ØEach block record thousands of transactions.
ØExtract useful data in transactions.

ØUseful data in a transaction:
ØIn-degree
ØOut-degree
ØTotal fee of this transaction

An example block #316655



Methods – Unsupervised Learning
ØFeature extraction
ØIn-degree
ØOut-degree
ØTotal fee

An example transaction with 5 in-degree, 2 out-degree and 1.91151425 BTC total fee



Methods – K-means
ØA classic unsupervised method of clustering

ØGiven ("#, … , "&) where "( ∈ *+, find , clusters -#, … , -. to solve:
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Methods – K-means
ØHow to decide !?

ØCalinski Harabaz Index: an efficient strategy to decide which !
works better.
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where 2%,4% are the covariance matrix of two different cluster 
centroids and the covariance matrix of two inner cluster data points.

Ø&(!) is greater, ! is better.



Methods – K-means
ØDetection principle-whether this point is abnormal?

ØMahalanobis distance based method:
Assuming the data points drawn from multivariate normal distribution.
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ØBitcoin network is continuously updating, how to update our model respectively?

ØBayesian Probit Regression(BPR)
Suppose the weights of weights ! meet Independent Gaussian Distribution.
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Since we can observe the label ( of a new data . , we can use KL distance to estimate the  
distribution of ( and then the posterior. Finally we get:
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Methods – Online Learning



ØBayesian Probit Regression(BPR)
Our update algorithm:
(1) initialize $%, '%(, $(, '((, … , $*, '*(,
(2) input a new data , with label -, for . = 1,… , 0:

update $2 and '2 by the previous formula.

Methods – Online Learning



Methods – Visualization
ØTo show the result more intuitively, we build small web app which 
plot the realtime data of Bitcoin network.
ØIncluding:
ØAverage transaction fee recorded in a block
ØDifficulty of mining
ØNumber of transactions per day



Result and Evaluation
ØUsing Calinski Hearbaz index to 
choose best !
Ø" = 5, the score is the greatest
ØWe choose ! = 5 for following 
experiments.



ØResult of k-means:
ØDifferent color means 

different cluster.

Ø3D image is too time 
costing and not intuitive.

Result and Evaluation
Different color stands for different clusters

In-degree (logarithmic scale)
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ØInput data
ØPurple: normal
ØYellow: abnormal

ØNewly added data:
ØBlue: normal
ØRed: abnormal

Result and Evaluation



Result and Evaluation
ØAverage transaction fee chart
ØDifficulty chart
ØNumber of transactions per 
day 



Thanks!


