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1. Problem formulation

The fundamental model in this paper is as follows, Assume
that there is an underlying graph (' with n nodes, and the
probability of every edge in this graph is p. Based on this
graph, we generate two graphs () and (2, with the edge
probability s, and 32 respectively. Note that the edge exists in
{(#1 or {xz should satisfy that it exists in (7. In &y, we call it a
public network, with the index of every node and the topology
known to the attacker, while we call (2 a target network,
with its topology known only and the index of every node
unknown{anonymized). The aim of the attacker 15 to discover
the right mapping of indexes of nodes in & and G5 based on
the topological information.

In addition to edges, we also consider communities in two
graphs. A community contains several nodes in a graph, which
15 closer to real social network like Facebook. Therefore the
attacker can utilize both community and topology information
of both graphs to get the right mapping. Figure 1 shows an
mstance of the problem.(The figure is cited from Xinzhe Fu's
wiork)

Figure 1: An example of underlying social network (&),
the published network (;) and the awxiliary network
(G2) sampled from . Oy, Ca, O3, Cy represent the four
communities in the networks. The correct mapping 7y =
{(1,1),(2,3),(3,2),(4,4),(5,6), (6,5),(7,9),(8,7),(9,8)}.



2. Transforming the problem from node matching to
edge matching

Incentives:
The original problem is a node matching

problem. However, no exace information solely
based on nodes themselves are known. So we intend
to transform it into the edge matching problem, and
we discovered that this transformation is
reasonable in the aspect of keeping the ratio of the

value of these two objective fuBgtidns



Edge matching problem with communities

min  ||Arx .—E”f_ ol M ”Hf_
st #1=1. =f1=1.



Theorem 1. If ||« ||t = Bin), then we have
A==B=TIF _ gin)

[l ==l [%

Theorem 2. Set 7 = argmin|A — =875 If ||4 —
|7 —=a) [

#B#T||% = Olnlogn), then as n goes to infinity,

woes o O almost surely.

Theorem 1 discusses the general value of =,
Theorem 2 discusses the optimal solution of the
edge matching problem.



3. The uniqueness of the optimal edge matching
solution

Incentives:

We should study the uniqueness of the edge
matching problem, or else if there are multiple
optimal solutions in edge matching problem, it will
be hard to determine which is better in node
matching problem.

Theorem 3. Suppose thar graph A and B are isomorphic,
and the eigenvalue decomposition of A is A = UAUT, then
if (VTUe)UTMM ™ Ue; # (UT1e\UT MM Ue;, then
there is a unigue solution to the edege matching optimization
problem.



4. The equivalent transformation of the community
assignment constraint

Incentives: T — M]|[

The second term of the original objective
function is not of a symmetric form, since M is
normally not a square matrix. This hinders the
extension of the problem into more general
problems such as considering different number of
nodes or communities, and it makes harder for the

theoretical analysis of the algorithm in Section 5
because of its asymmetry.



Theorem 4. Assume thar m is an n = n permuiation marrix
and there are me commumities (M € BE""™ ) For a single row
of M, there are 2™ —1 different community assignments except
the sitwation that a node does not belong to any communiiy.
For a given graph G, extract those community assignments
G has, and denote them as O, Ca, ., O (0 < 5 < 2™ — 1),
|| denotes the number of communities the 1-th assignment is
refated to. If there does not exist two assignments C, and O,
(x # y)h |Cr| = |Cy] and the number of nodes with assignment
Oy and O, is equal, then minimizing ||[xM=? — M||3. and
minimizing ||= M — M||5. are equivalent

Under the mild condition, we can transform the
original second term into the new one, which is of
good symmetric property. More importantly, it
can be extended to generalize broader problems,
which have been discussed separately in previous
work.



Since the transformation i1s valid under the mild condition,
we then can form the problem into more general situations.
For example:

L}

2)

3}

Problem 1: Suppose the communities are identical in
two graphs, while the number of nodes are not perfectly
matched. Then the form of objective function is the same
as the original one, while 7 is no longer a square matrix,
and one of the constraints of 71 = 1 and 771 = 1 can
be discarded.

Problem 2: Suppose the number of nodes are perfectly
matched, while the communities are not matched. As-

sume the community assignment matrix are My and Ms,
then the objective function becomes ||A — BT |[|% +
|| My — m Mo ™|

Problem 3: None of nodes and communities are
matched, then we may combine the changes in Problem
| and 2 to model the most general optimization problem



5. The convex-concave algorithm to solve this problem

Incentives:

In previous work, the common way to deal with such
optimization problem is to conduct convex relaxations, In this
problem, the permutation matrix is often relaxed to be a doubly
stochastic matrix, with every element to be a real number in
[0, 1]. If the objective function is convex, then it 15 easy 1o solve
this problem by algorithms like conjugate gradient or gradient
descent, However, the solution 7° is not necessarily on the
original integral feasible region, but inside the convex polygon.
Therefore, to get the estimated permutation matrix, we have
to project back onto the integral boundary. This projection
process may cause serious mistake, which is hard to guarantee.

To overcome this problem, we utihze a convex-concave
relaxanon. For an optimization problem, we can denve 1s
convex relaxed problem and concave relaxed problem, respec-
tively as 200 and 21.



Fi(r) = Fy(n), 7 €y, Fylr) < Fy(w),mefl  (20)

Fa(m) = Fplm),m €y, Fa(m) = Fy(m).me st (21

Fim) = AFy () + (1 — X Fain) (22

Then we firstly set A = 0 and solve the convex problem
Fiim)y, and find its optimal solution wy. Then we shghtly
increase A by dA, and solve the new optimization problem
dAFy (7} 4+ (1 = dA)Fy(m) with the initial value 7. Then,
by gradually increasing A, the problem becomes much more
concave, while the optimal value gradually approaches the
houndary, on which the real optimal permutation matrix lies.

A proper way to get the convex relaxation and concave
relaxation is as follows,

FI'[?T.] = Eﬁi[ﬂ::l - -':!"-rrl.:utr[:ﬁr':rr - lﬂ-.] {23]‘
Fﬂ [,ﬂ-} - Fﬂ':?rj - -':!I".l:'i'-r.r;r.l:rr.:':rrrlrlT'T - l-":':l {24.}

where 1 15 a = n matrix with all the elements to be 1, and
Amin @nd Ay, are the minimum and maximum eigenvalue
of the Hessian matrix of Fy. It i1s easy to verify they satisfy
convex and concave relaxation respectively. Therefore

F(r) = (1= n)FR(7) + nFa(r) = Fy(x) — éte(n" 7 — 1)
(25)
'l.'r']'IE:I'E 'f = [l - Ij}‘:!llmel + ?.rf:i'rrLrJI~ tl'.I.LIS- 'f. = I--']"mirl.n -']"rrm.':]-



Estimate the minimum and maximum eigenvalues
of the Hessian matrix of the objective function, we
can further reduce the computational complexity.

However, caleulating the Hessian matrix of Fj costs much in
computation, so we conduct an estimation of A, and A,
which is easier and more efficient to compute. Note that the
objective function now is that

Fo(r) = ||A—aBx"||} + p||M — cM="|[7 (26)

T derive the Hessian matrix of Fy, we must conduct 2-order
derivatives on 7 of Fy(=). The derivation is rather complex,
but the result appears to be clear in the form of Kronecker
product. The Hessian of ||A — 7 Bx7 /% is Q={I2A-B&
ntireA — B @ T}, and the Hessian of || — M7 ||% is
R={IaM-MaT(IeM-MaI), and the Hessian
of £, Hy =00+ R

Mote that here ) and K are both positive semi-definite
matrices, which makes for the analysis of the eigenvalues of
their sum. In fact, the transformation of the second term in
the objective function in previous section brings this great
symmetry. Assume g is a large number, then according to
Weyl's theorem, we have

l"'lll.-r|.|.l rRJ + -'}'-l.ln'|l.l|:'|:?] ':_: -}'.-r|.-|.l ':IJII_I.I '_"' (""rlll.ln' lf{ﬁl + -}'.l.-|.-| ||:E{?}
127}

-‘:ll'rll-'rli:.ji} L ’erlfrli:.('ﬂ?:l 5 )'m.-.-uif-rl_l::' E *"rllarl':.jf] + )"ll-'!.'.r l:{f.]:l
(28)

For Q. Amin(@) 2 0 and Apar(Q) < /105, 02(Q) =
[H@A-Bellp: for B Api(R) = 0 and Ao (R) =
p|F e M — M@ T g So owe can just range £ from 0 to
([T A—Bal|| g+ pl[Te M~ MaI||p. in which all matrices
are available directly. Note that £ starts from 0 is reasonable
in our problem since the original objective function itself is
CONvex.

Based on the above analysis, we can derive the main

algorithm of the problem as follows.

After transformation, we get our algorithm.



Algorithm 1: Edge and Community Matching Algonthm

Input:

Two adjacent matrices, A and 5.
Community assignment matrix, MW in H
Weight Controlling parameter je.

Output:

g

16k
11:
12:

Estimated permutation matrix 7.

. Caleulate M = MM7T

Form the objective function F,(m) and its
convex-concave relaxation function F(7)

: 'E — U.I;I'I' — lill':-:i'l.-.lll.?l:-

Calculate the upper limit of £ as )
fn=|IoA-Bal||lrp+ul|[laoM-Mal||r

 while £ < £, and 7w & {1, do

while = not converged do
Timp = ANE Ml triV,.Fim £)7 7). where
Mimp e 11
v = arg min, F(T + ¥(Tgmp — ), £)
Set T = T+ V([ Tpmp — T)-

end while
= £+ dE.

end while




Future work:

1. Analyze how the overlapping communities
will affect the accuracy, and modify the
objective function or algorithm to harness the
overlapping property.

2. Analyze the performance of the convex-
concave algorithm.

3. Conduct experiments based on real data



Thanks!
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