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Abstract—In this paper, we propose an enhancement to the detected, a certain blocking mechanism is then typically
existing IEEE 802.11 Distributed Coordination Function (DCF) applied to postpone the station transmission. In addition to

MAC to improve channel spatial reuse efficiency, and thus {he common CSMA techniques, the DCF further reduces the
improve overall network data throughput. Our modification, ’

named the Location Enhanced DCF (LED) for IEEE 802.11, possibil?ty of collision and improves data deIive.ry reliability
incorporates location information in DCF frame exchange DY adding acknowledgement frames and optional channel
sequences so that stations sharing the communication channelreservation frames (Request-To-Send and Clear-To-Send) to
are able to make better interference predictions and blocking jts data delivery frame exchange sequences.

assessments. Utilizing an underlying physical layer design The IEEE 802.11 DCF has been discovered to be not

that supports frame capture, the LED enhanced interference fficient in shared ch | due to it fi h
estimation can increase overall network data throughput by €MCIENtIN Shared channel use due o IS overcautious approac

permitting more concurrent transmissions. In this paper we also towards assessing the possibility of causing interference.
analytically study the potential performance enhancement of the In particular, a station simply blocks its own transmission

LED over the ori_ginal IEEE 802.11 DCF. The results are verified when it senses the medium busy or it receives a channel
using the ns-2 simulator, which shows that up to 35% of DCF agaryation frame sent by any other station. However in many
blocking decisions are unnecessary and our LED method can - . . ..
achieve up to 22% more throughput than the original DCF. cases this channel assessing station's own transmission may
not introduce enough signal energy to disturb the ongoing
|. INTRODUCTION transmission at its receiver.

The IEEE 802.11 [1] is the most popular standard for Finer channel assessment schemes which do consider the
Wireless Local Area Networks (WLANSs). The IEEE 802.1kbove possibility are difficult to implement with information
Medium Access Control (MAC) specifies two differentprovided by the current IEEE 802.11 communication protocol.
mechanisms: the mandatory contention-based Distributdédnore parameters regarding an ongoing transmission, such
Coordination Function (DCF) and the optional polling-baseais locations of the transmitters and receivers and transmission
Point Coordination Function (PCF). At the present time, DCpower levels can be provided to the channel assessing stations,
is the dominant MAC mechanism implemented by the IEEiEis then possible for these stations to make better estimations
802.11-compliant products. to decide if indeed their transmissions will collide with the on-

Contention based MAC protocols are the mainstream fgoing transmission. In this way, more concurrent transmissions
distributed and self-organized wireless networks since in suichwireless networks can be conducted and the communication
networks the infrastructure is usually not present and therkannel can be used more efficiently.
is no clear separation between the roles of access points anth this paper, we propose a novel contention-based
client stations. The support of contention based DCF has atiistributed MAC scheme which assesses the channel condition
made IEEE 802.11 equipments popular choices for varion®re accurately and exploits radio signal capture phenomena
wireless ad hoc networks. to increase the simultaneity of data transmissions to enhance

The IEEE 802.11 DCF, just like most other contention basederall wireless network throughput. This scheme is designed
MAC protocols, are based on Carrier Sense Multiple Acceas an enhancement to the DCF. In doing so, we will also
(CSMA) mechanism. In CSMA, a station may transmit itlevelop a new MAC frame format in addition to the new
and only if the medium is sensed to be idle. The purpo$#AC protocol to provide the additional information to help
is to prevent any station from causing interference to dhe stations in deciding whether to block their transmissions
ongoing transmission occupying the medium. If a statioor not, when there are ongoing communications occurring in
does have data to transmit but a busy carrier has beéeir vicinities.



Il. BACKGROUNDS AND RELATED WORKS Nodes located m m
A. IEEE 802.11 DCF Mode between R and| NAVIERS [NAv @F |
Historically, the design of the IEEE 802.11 DCF is s ocaed WS
influenced by several other protocols. MACAW protocol [7], wihinR oo NAV (CTS)
extending its predecessor Multiple Access Collision Avoidance | Window
(MACA) protocol [17], is based on the use of the Request- = bIFs s o
To-Send and Clear-To-Send (RTS/CTS) handshaking scheme.
If a station has a packet to send, it firstly transmits a RTS 'l
packet to request the channel and the receiver replies with e =

a CTS packet. After the sender receives the CTS packet
successfully, it proceeds to transmit the actual data packet.
Stations that overhear the RTS packet will defer transmission
for a.suff|C|entIy long period OT time to allow .the transmitter tci? the communication between this sender and its receiver.
receive the CTS packet. Stations overhearing the CTS packe h stati intai i led the Network
will back off for a period of time that is sufficiently long act_ s<a/|otn ml\larvamsh'i tlmekr ;? € € et_vvor
to allow the receiver to receive the entire data packet aﬁ#oca ion Vector ( ) which tracks the remaining time

I

se

Fig. 1. IEEE 802.11 DCF mechanism

acknowledge it. Sender stations using RTS/CTS do not anycq_rggoglAngata t'ro?gznyssmn. Atftgr a}[. stzu?n r'(:\cel?/e.f a
the carrier sense mechanism to assess the channel availabllity: ,'t NA,\V ’(;).r i thraTDe n?[. ?Sf’.'rllg f(i; ' s]:e ) |
An extended protocol named Floor Acquisition Multiple_l_hS s according 1o the “Duration fi€ld of he irame.

Access (FAMA) is proposed in [13]. FAMA bears significan e Duration field contains the frame sender’s estimation for
resemblance to IEEE 802.11, employing both local carrir%PW long the whole data delivery frame exchange sequence

sensing, as well as the RTS/CTS collision avoidance exchal gEcludln_g all the SIFS waits and th? acknovyledgemgnt) will
take, or in other words, the reservation duration of this whole

for data transmission. ) .
.frame exchange sequence. After the NAV is set, it may

Th ic MA h f IEEE 802.11, the DCF . . ) .
a Caerrigisélgnse cli/lurlr':ietleOdAc?:ess With8(()jollis’io:1 Efé\vo%a,ntlz%e extended if a newly received frame contains a Duration
P ﬁeld pointing to a later completion time. Figure 1 illustrates

(CSMAICA) mechanism with a random back-off time window, o, aviong set their NAVs during a RTS-CTS-DATA-ACK

after sensing a busy medium. ACK frames are also used in the

DCF for acknowledging the reception of unicast data frames"?mdsha!(e' Checking its NAV beforg a statlpn :attemptmg to
i transmit is also known as “virtual carrier sensing”. If the NAV
The CSMA scheme of the DCF works as follows: Before . . L
. . - . IS not zero, the station needs to block its own transmissions
a station transmits, it must sense the wireless channel, io

determine if any other stations are transmitting. The chanr%glyleld to the ongoing .data de"VerY' L i
p summary, a station blocks its own transmissions if

is assessed as busy if there are detected carrier signals . X i ) _ ) .
the energy level of the channel exceeds a threshold, or boqﬁ’her physical carrier sensing or virtual carrier sensing returns
depending on each particular vendor's implementation. If tf&'annel busy.

channel is assessed as busy, the station needs to wait until the

carrier becomes idle and then wait more for a period knov#§) capture Effect

as the Distributed Inter-Frame Space (DIFS). After the DIFS

period is passed, the station again waits for a random back-offVhen a frequency modulation scheme, such as the Direct
interval and then transmits if the medium is still free. Sequence Spread Spectrum (DSSS) used by most IEEE 802.11

After a directed transmission (unicast data frame) ®&nd 802.11b physical layer (PHY) implementations, is used
correctly received, the receiving station sends an ACK franiie wireless communication, an effect known as the “capture
back after a Short Inter-Frame Space (SIFS). The receptioneffiect” [5], [24], [25], [20], [14] may occur. When two
an ACK frame following the transmission of a DATA frametransmissions sent by two different transmitters at the same
notifies the transmitter that its data has been received tgquency overlap in time and they are received by the same
the receiver without error. If no ACK is received after théeceiver, the signals of the stronger transmission will capture
transmission of a data frame, the transmitter schedules the receiver modem, and signals of the weaker transmission
data frame for retransmission. will be rejected as noise.

In addition to the abovebasic transmission mechanism, Different works (e.qg., [14], [9], [21], [28], [18]) have studied
the DCF employs an optional reservation-based collisidghe analytical and simulation models for characterizing the
avoidance mechanism for unicast data frames. This optioapture effects. Among the results of these previous works,
requires the sender and the receiver to exchange short Requestadopt a simple yet widely accepted model to describe the
To-Send (RTS) and Clear-To-Send (CTS) control framesapture effect. In our model, a receiver captures the signals
respectively, prior to the actual data frame transmission ¢d a particular transmission if the received enetgy of this
reserve the channel. Any stations which overhear either tttansmission sufficiently exceeds all other received enétgy
RTS or the CTS block their own transmissions (if any) to yieldf n other concurrent interfering contenders combined by a
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complete its data frame delivery message exchange because
stations of the other connection would have detected the carrier
signals of this connection, or received reservation messages
(RTS/CTS) of this connection, and remain blocked.

However, if the stations are positioned in such a way that the
energy levels of stations 3 and 4’s transmissions as measured
at stations 1 and 2 are not strong enough that stations 1
and 2 can still capture each other’s transmissions, stations of
Fig. 2. Example of network with 4 stations, where R is transmission ranége second connecuon Sho‘,"d be perm.|tted to Commumcat,e’
and | is the carrier sense range even after stations of the first connection have begun their
frame transmissions Similarly stations 1 and 2 can do the
same if stations 3 and 4 have acquired the channel first. One

minimum ratio. That is, the capture occurs when:

n thing to note is that of course to do this the design of the
Pr>a Z Py (1) station receivers must support the capture of strorfigene
i=Li#Er regardless when it arrives.

This minimum ratiow is called the capture ratio. The received
signals are assumed to have phase terms varying quickly Related Works
enough to allow incoherent addition of the received power The IEEE 802.11 DCF uses a combination of physi-
of each frame. callvirtual carrier sensing and RTS/CTS channel reservation.
Wireless communication technologies such as the IEBFhile these mechanisms are generally effective in reducing
802.11 do not pay special attention to capture effects mairityame collisions, the protocol is rather pessimistic and not very
to keep the design simple. Also the contention-based MAgficient in channel use because it does not encourage enough
protocol largely reduces the time and space overlapping @incurrent transmissions. Our observation concurs with the
simultaneous transmissions. Nonetheless, the capture efféewvs of many other researchers, who have also proposed
still exists in IEEE 802.11 DSSS networks and it has beenodifications to the DCF for the purpose of increasing the
confirmed by several published studies. Authors in [15], [29%umber of concurrent transmissions in the network.
[28], [18] have also studied the impact of capture effect on Authors in [30] manipulate the timing of the original RTS-
traffic fairness and throughput of UDP and TCP flows for bot8TS-DATA-ACK frame sequence and attempts to synchronize
ad hoc and infrastructure modes of the IEEE 802.11 systertise states among one hop neighbors so that if the receivers of
Another aspect, which has not been questioned by mawo frames transmitted by two neighbors are far apart enough,
of the previous works, that needs some discussion before these two transmissions are scheduled to occur concurrently.
proceed further is the capturing ofsignal versus capturing [4] observes that in an “overactive RTS/CTS” situation, in
of a frame We consider the case when the new (strongemhich the RTS/CTS exchange reserves way too much space
frame arrives after the receiver begins to receive the wealtban needed, just hearing RTS or CTS but not both does not
frame. A receiver being able to capture a stronger sigraktify for assessing the channel as busy. Thus a bystander
does not necessarily mean it can capture the stronger frateea pair of data transmitter and receiver should only block
Whether a receiver can capture a stronger frame also depeitglown transmission if it receives both RTS and CTS. One
on several other factors such as: the arrival moment of tlesue with both approaches is that they do not fully address
beginning of the stronger frame, the current receiving state thle complexity of capture effect. Thus the proposed solutions
the receiver, the capability of the receiver to realize that it enly work for certain scenarios.
seeing the beginning of a new (stronger) frame, and capabilityThe Interference Aware (IA) method proposed by [23]
of the receiver to jump to the appropriate receiving state fand [11] share the same philosophy as our proposal in the
beginning to process the new frame. If the receiver is not abl@y that stations report channel condition by piggybacking
to realize that it has just seen the beginning of a new frame acmhdition information in the frame exchange sequence. In
reset its receiving state accordingly, the bits of the new franh®, a receiver of a RTS embeds the Signal to Interference
may be interpreted as the bits of the weaker frame, whi&atio (SIR) observed while receiving the RTS in its returning
typically results in failure of the weaker frame’s forward erro€TS frame. This way other stations, also taking into account
checking and frame rejection. the SIR observed while receiving the CTS frame, are able
We are interested in capture effect because we beliaee calculate if their own transmissions may cause enough
that they can be used to our advantage to improve chanmgérference to the receiver in question. The approach makes
sharing efficiency. Consider the following example as shovwassumptions about the participating stations such as same
in Figure 2. Two concurrent connections share the sarfransmission power, same antenna characteristics, etc. The
wireless communication channel. The first connection is froauthors mainly rather keep their model simple than make
station 2 (source) to station 1 (destination) and the secotiir solution more generalized. In addition, the proposal only
is from station 3 to station 4. In the current IEEE 802.1toncerns about the receiver of RTS frame, not the sender of
DCF, whichever connection acquires the channel first getsttee RTS frame, which also is the receiver of the subsequent

To appear in Proceedings of IEEE INFOCOM 2005, March 13-17, 2005, Miami, Florida, USA



system loss factor not related to propagation1(), A is the
wavelength in meters, and.,..,, is calculated agd,,..ss =
(4x7xh, xhe) /X The first sub-model of Equation 2 is called
the Friis free-space propagation model and only used when
the distance between the transmitter and the receiver is small.
The second sub-model is called the two-ray ground reflection
model and used when the distance is large.

We assume that stations are uniformly distributed over an
area with a density of. Each station has a transmission range
R and a carrier sense rangeThe former is the range within
which frames sent by the station can be received and decoded,
and the latter is the range within which transmissions of the
station can be detected (channel busy). Both are under the
condition that there is no other nearby transmission. For the

Fig. 3. Capture analysis wheré = — andm’ = \/am ease of analysis, we assume that all stations have the same
traffic model and all data packets are of the same length.
ACK frame. If a nearby station indeed decides not to bloakach packet requires transmission timgand is randomly
and its transmission collide with the ACK frame, the DATAdestined to a 1-hop neighbor. One data packet is generated at
frame transmission still needs to be rescheduled. a randomly selected time within every time inter{3l where

In addition to the above issues that are particular t0 > 7. We also assume that all transmitters use the same
each individual proposal, we have also noticed some ratheinsmission power and all antenna gains are the same.
common problems. The first is that these proposals rely onwe are concerned about the scenarios where a station
the RTS/CTS handshake. In reality the RTS/CTS handshakeriay cause interference to another statiomhich is receiving
turned off in most deployments, which makes these proposalsiata frame delivery from station as shown in Figure 3.
inapplicable in such environments. The next issue is that theS@tionv transmits only if its transmission doesn't affect the
proposals do not take the aforementioned “capture frame” wgception of DATA frame at and ACK frame at. Using the
“capture signal” problem into consideration. As a result, marptiis radio propagation model as in equation 2 and receiver
concurrent transmissions will not be received by their intendedpture model as in equation 1, to allow statianand r to
receivers, not because the signals are not strong enough, dature correctly each other’s frames in the presence of any
because the received bits are cast into the wrong franms@ansmission from station, the following should hold:
the ongoing DATA frame that these receivers have alread
engaggd ingreceiving. g (v's > Va 57) AND (o7 > Va 57) ©)

It is the above stated observations and inspirations froffhereq.b is the distance between statiarand statiorb, and
various related works that leads us to our own modificatiopis the capture ratio. We only use the Friis propagation model
to the IEEE 802.11 DCF protocol. We name the modificatiofpyr the sake of analysis simplification.

Location Enhanced DCF (LED). Figure 3 illustrates the situations for bothto captures’
transmissions (DATA) and fog to capturer’s transmissions
(ACK) in the presence oi’s transmission. For to captures’
_ ) _ ___transmissions, givem being the distance betweerandr, the

In this section, we perform an a_naIyS|s on the probabilitigfstance between andr must be greater thagla m. Fors to
of successful transmission despite the presence of Se”é&ﬂturer’s transmissions, givem being the distance between
signal(s). Using this probability, we illustrate the space fof ang s » must be within a circle of radiusnin(R, - ).
improvement to the original DCF in terms of overpessimisti@onsidermg both conditions; must be located within' the

blocking of transmissions. shaded areal(z) in the figure. Hence, the probability that

We assume a free space omni-directional propagatign ransmissiordoesn’tcorrupt the communication between
channel model [27]. This is a model in which many channelg, ;4 is:

especially outdoor channels, have been found to fit in practice.

IIl. ANALYSIS OF BLOCKING PROBABILITIES WITH
CAPTURE EFFECT

In this propagation model, the received signal power, is P(B|z) = A(x) @)
calculated as follows: TR?
n { fifﬁéi%ziz 2 D < Dyross @ where the areaq(x? is c’alculated as follow:
r Pt+GyxGrxhy*h: D>D mzn(R,%)
DI, cross A(l’) — /
where P; is the transmission poweK;; is the transmitter 0 . )
antenna gain,G, is the receiver antenna gaid) is the T — %
separation between the transmitter and the recelveis the 2(m — arccos( m ))m dm
transmitter elevationj,. is the receiver elevationl is the (5)
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Since we only worry about potential interferers within the
carrier sensing range, by unconditionimgve obtain:

T : .
Analytical P2 -~
Analytical P1 -
Analytical Pb
Simulation P2 --=------ 1
Simulation P1 «eeeees

08 L'

I Simulation Pl e
A(z) 2z
P(B) = — d 6 > 06l
B - [ S5 ©
Based on the traffic model, the probability that none of £ o4l
the stations within the carrier sensing range of a station will
transmit is obtained by: 02y
T 5mI2 o
Py = [1 - f] " (7) ® 50 100 150 200 250 300 350 400 450 500

No. of Transmitters (connections)

and the probability that's transmission will not interfere with
other transmissions (if any) in the interference range is: Fig. 4. The analytical and simulation values of the probabilifigs P>, and
By

T T SmI?
P=[1- T + TP<B)] (8) N S
Therefore, the probability?, that v can transmit with the oty
presence of a nearby transmission without corrupting this 04 r=003
transmission is given by: T 20
> o
P,=P,— P (9) 2
Note that the calculated, is still conservative because of R A B
the following two assumptions: o1l -
1) Only the Friis propagation model is used in the analysis -
because we assume< D..,ss. However, in practice ® 0 100 150 200 250 300 350 400 450 500
I may be greater thaD.,,;; and thus the distance No. of Transmitters (connections)

x could also be greater thal ,oss. In th.IS case, the. Fig. 5. The probability?, with different load values’
two-ray ground model may be used instead, which
further reduces the probability of the interference anfl, whereT > 7. Whenv has a frame to send, we study if
consequently increases tlig. it will be blocked under the current IEEE 802.11 operations
2) In the analysis, for simplicity we assume that all statiorsnd when blocked if indeed's transmission will harm other
in the vicinity of v have the freedom of transmission. Weeommunications. The number of situations where unnecessary
do not take into account that some of these stations wiilocking is suggested by the IEEE 802.11 is then divided
have to block because of other ongoing transmissionser the total number of simulated situations to derive the
in their vicinities. Accounting for these blocked stationgrobability of unnecessary blocking, which is compared to the
would increasep,. analytical result.
3) In many other studies such as the [22], researchers havéFigure 4 plots both the analytical and the simulated values
observed that in many scenarios, the propagation mod¢l P;, P, and P, for R=250, 1=550,a=5, 7/7=0.01, and
for non-line-of-sight path has a path exponent factatifferent numbers of stations (thus varying the station density
greater than what the Friis model uses. This also reducgs As we can see, the simulation results closely match the
the probability of the interference and consequentlynalytical results which validates our analysis.
increases the,. Figure 5 plots the simulation aP, with the simplification
We have verified our analytical results by generating randoassumptions relaxed. Also this figure pldes with different
network topologies and traffic patterns and studying thgacket load values. Thg, plot with these assumptions, which
interference situation in each case. We have also studied hiewdirectly copied from Figure 4, is also included for easy
our simplified assumptions stated in the previous paragrappmparison. The plots show that our analytical results are
affect our blocking probability estimation by relaxing them irtonservative.
simulation runs. As expected the probability analyzed above only takes into
For constructing each random network, we place the account whether the channel assessing station’s transmission
station at the center of an area 1§00 x 1000. Transmitter may corrupt other ongoing data deliveries. It does not address
stations are distributed uniformly in this area. Each transmittéthis channel assessing stations’ transmission will be received
is paired with a corresponding receiver, whose location @®rrectly by its own receiver. Such a transmission may still fail
randomly picked within a circular area which is centered at its receiver if other ongoing data deliveries produce enough
the transmitter and with radiug. Then each transmitter startsinterfering energy there.
transmitting following the traffic model described before: all The above analysis shows that the unnecessary blocking
packets require transmission timeand they are generatedprobability of DCF is large enough (as high as 35%) to
randomly at a constant rate: one packet every time intervabtivate us to consider modifying the MAC layer to exploit

wheret’ = 7/T
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the capture phenomena of the physical layer. In the followirg@pable of frame capture. Network wide, more concurrent
section we will describe the newly proposed modification twansmissions are permitted by LED and the overall network
the IEEE 802.11 DCF. throughput can be improved.
The use of propagation model to predict interference may
IV. L OCATION ENHANCED DCF FORIEEE 802.11 introduce certain limitations on how LED can be applied in
In this section, we describe our Location Enhanced DG#al world applications. For instance, as [22] points out, path-
(LED) for the IEEE 802.11 by first giving an overviewloss in in-door environments tends to be very dependent on
of the LED mechanism. Then, we describe the design biilding structure and construction. Thus a propagation model,
the needed physical layer. Finally, we present the proposeal matter how well it may work for one deployment, may
modifications to IEEE 802.11 MAC with the details ofnot be a good choice for other deployments. Although the
LED mechanism. Before we introduce our approach of usiqpgoblem of “what propagation model to use for a particular
location information and capture effect to improve channeéeployment” is out of the scope of this paper, we would
efficiency, several terms which will be used during théke to point out that the protocol operations of LED are
description need to be clarified to avoid confusion. not affected by the choice of underlying propagation model.
In our description, we use the term “delivery” for theThus, a LED-based system design may wish to build in the
whole handshake procedure for delivering a unicast data frarflexibility of plugging in different propagation models under
Depending on the frame size and network configuration, different operation environments. Additional measurement-
“delivery” may involve the full RTS-CTS-DATA-ACK 4- based control mechanisms may also be included in such
way frame exchange sequence or just DATA-ACK 2-wag system in an open-loop fashion so that the prediction
exchange. A “source” is the station having data to send duringpdel can be better “tuned” for non-distance induced fading
a delivery. The “destination” of a delivery is the station t@onditions.
whom the source wishes to send data. While “source” and theThis is a rather simplified estimation model as each channel
“destination” regard data frames only, the terms “sender” amgsessing station only considers the effects from its own
“receiver” on the other hand refer to the sender and the receipatential transmission. It may occur that several stations
of any individual frame, RTS, CTS, DATA, or ACK. So for simultaneously predict that their own transmissions will not
instance the senders of CTS and ACK frames are actually tteuse collision to the ongoing delivery. In this event, the
destinations. In addition to the above, “transmitter” is useabgregated energy from all these side transmissions may
interchangeably with “sender”, and “connection” is used tactually change the result of the capture effect and cause
refer to both the source and destination stations collectivelgnough interference with the ongoing delivery. We slightly
addressed this issue at the performance evaluation section.
However, we postpone further studies for this issue to future
Our approach is simple: to include more information aboworks.
each transmission in the transmission itself so that any othetOne particular issue we should point out is that in the current
stations overhearing the transmission are able to better assmedel, a station is only concerned if its own transmission will
whether their own transmissions may harm this ongoiraffect any ongoing deliveries. The prediction model does not
delivery. Among various relevant parameters, the locatiogensider if the station’s own transmissions can be received
of the transmitters and receivers are the most important. \&errectly by the intended receivers. This optimistic approach
assume that each station is capable of acquiring its owglargely for keeping the model simple at its current stage.
location, e.g. by GPS [12] or other RF based localizatiohlso from MAC perspective, a station can always learn if
methods [6], [19]. A station can retrieve other communicatioits data frames have been received correctly by observing the
parameters regarding its own transmitter/receiver easily as thegeption of ACK frames.
are typically configuration parameters. ) )
When the above parameters are included in each transnfts-Physical Layer Design
sion, an overhearing station of a data delivery can computeAs we have pointed out, the current IEEE 802.11 standard
the received energy level of the frames belonging to the samh@es not require a receiver modem to be able to capture a
data delivery at their receivers, using a propagation modew (stronger) frame after the receiver has been tuned to
suited for the surrounding environment. Then if the captureceive another frame, even if the signals of the new frame are
ratio of the receiver is also known, knowing its own locatiorstrong enough to be captured. As we explained before, unless
antenna gain, and transmission power, this station can make frame capture capability is specifically designed into the
a prediction of whether its own transmission may affect thigceivers, they usually are not able to correctly capture the new
ongoing data delivery. If the result is negative, this statioiname. This may cause problems in our approach. If a station
should not block its own transmissions, if any, despite thdecides to transmit after it estimates that its own transmission
presence of the ongoing data delivery. This is the core will not interfere with an ongoing delivery, it will begin to send
the LED mechanism. When the LED predictions are accuratts own frame. However, chances are that the intended receiver
each transmissions will not affect the correct receptions of this frame is already engaged in receiving another frame,
others at their corresponding receivers if these receivers are of the frames of the ongoing delivery. As a result, this

A. Protocol Overview
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First

Transmisson | \ Figure 6, the receiver considers that it may have detected the
Second \ \ beginning of a MIM frame and hence switches to a special
Transmission MIM state to handle the new frame.
Recepiion | i } While under the MIM state, the receiver tries to detect
t a carrier for a new frame. If the carrier signal is detected,
Increase in the receiver begins to decode the initial portion of the new
recdiver energy frame and retrains to synchronize with the new transmission.

If no carrier, preamble, or frame delimiter is detected, which
indicates that the energy increase is likely caused by noise,

the PHY will remain in this MIM state until either a carrier
MAC ;Ez is detected or the scheduled reception termination time for the
Cessricn first frame is reached.

With a MIM-capable design, a receiver is able to correctly
detect and capture a strong frame regardless of the current
state of the receiver, unlike regular IEEE 802.11 PHY designs
where the strong frame can only be correctly captured while
the PHY is under certain (i.e. receiver training) states during

Fig. 6. Message-In-A-Message

PHY

DSSSPMD

Fig. 7. PHY-MAC layer structure

[ Loct [PWRT[GAINT] LOCR [PWRR]GAINR| [ Header | Body [Fcs]
its reception of a weak frame.
[ SYNC [SPD [ SigndlServiceLength | ENH |CRC | MAC Frame | C. MAC Layer Design
Our enhanced design for a DCF MAC stands atop
[Preamble [ PLCP Header | MPDU/PSDU | a MIM-capable PHY. Figure 7 illustrates the layered
_ structure of the relevant entities. The IEEE 802.11 Physical
Fig. 8. Frame structure Medium Dependent (PMD) layer performs wireless medium
transmission and receiving services. The Physical Layer
o P o Convergence Protocol (PLCP) layer adapts the raw services
. t o oara of PMD to PHY-MAC data and control interface. The new
ArNs LED is a part of the MAC layer function. Figure 8 shows the
s xeo, fTame format to support the enhanced functionalities of the
o e i new MAC.
MAC PAY DATA e We propose to insert a block of information called ENH
m : m _ m (“Enhanced”) to provide the additional information needed for
o the LED. Since the earlier the ENH block is received, the
P-cs PMD.ED/ sooner the receiver can decide if it needs to block its own
PHY PLCP PMD_DA  PMD_DA PMD_DA PMD_DA

Tf'?’ TfAfmtd Tfiﬁ tt }At? " transmission, the ENH block should be inserted before the true
| |i =111 “ T — T MAC data section, also known as the PLCP Service Data Unit
(PSDU). In the current design, we have the ENH as part of

PDM_RATE.req

POMLRATE e PMD_MODULATION g the PLCP header instead of at the beginning of PSDU mainly
DS ['5c Joro [ somsemeeton e ] e | | due to two reasons. Firstly the PLCP header has its own CRC
Peamte | PLOP reater ' NP /PSOY ' field so the contents of the ENH block can immediately be

verified and utilized. Secondly all stations within the service
set can understand the ENH block since the PLCP header is
receiver will not receive and interpret the new frame correctlyansmitted at a base rate.
even if the signals are strong enough. The ENH block is further divided into six fields. The LOCT
Fortunately, receiver designs which do support the captufield contains the location of the frame transmitter, the PWRT
of a new frame after the receiver has already begun to recefiedd describes the transmission power of the transmitter, and
another frame do exist. One example of such a receibie GAINT field specifies the transmission antenna gain. The
physical Layer (PHY) design is Lucent's PHY design with OCR, PWRR, and GAINR fields contain the same pieces of
“Message-In-A-Message” (MIM) support [8]. In this designinformation for the receiver.
the newly arrived frame is referred to as the “(new) messagelf RTS/CTS exchange is needed for a data delivery, a source
in the (current) message”. starts its unicast data delivery by sending out an RTS frame
A MIM receiver is very similar to normal IEEE 802.11 PHYto reserve the channel. In the ENH block of this frame, the
designs except that it continues to monitor the received sigrsalurce fills the LOCT, PWRT, and GAINT fields with its
strength after the PHY transits from receiver training state tavn parameters, and the LOCR, PWRR, and GAINR with the
data reception state. If the received signal strength increadestination’s parameters, if known. Any unknown parameters
significantly during the reception of a frame, as shown iare set to NULL. Upon receiving the RTS, the destination

Fig. 9. PHY-MAC interactions
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of the data delivery copies the LOCT, PWRT, and GAINTsing an appropriate propagation model (i.e. Equation 2). The
fields into the corresponding fields of its CTS frame. It alsstation also needs to calculate the received power level of
fills or updates the LOCR, PWRR, and GAINR fields of th¢he destination station’s transmission at the source, denoted
CTS frame with its own parameters. In subsequent DATAs P;, and that of the source transmission measured at the
and ACK frames, full descriptions of both the source andestination,Pd. If (P; > aP?) and (P4 > aP{), the station

the destination are included. In case of the frame size beisigould not block its own transmissions. Otherwise, it should

less than the RTS/CTS threshold and no RTS/CTS handshakeck its transmissions. In the case that the communication

being conducted, the DATA frame will have its fields set iparameters of either the source or the destination are unknown,
the same fashion as the RTS frame, and the ACK frametige assessing station assumes the worst and blocks its own
filled the same way as the CTS frame. transmission.

A parameter cache may be maintained by stations to stordf the station decides to block its own transmission due to
the location, power, and antenna information of already knowvorries that the transmission may affect the correct reception
stations. This way when sending data to a station in caclué, some frames of the ongoing data delivery, it remains
the cached parameters may be used in the correspondimgeceiving state and continues the receiving procedure as
fields of the ENH block instead of NULL values. Cachespecified by the standard. It disables any transmission request
entries are updated if newer information is received from thdiom upper layer, and sets its NAV value according to the
corresponding stations. Cache entries are removed after Bheaation field of the frame, which is set to the time required
expiration time. for the full data delivery frame exchange sequence to finish.

In the standard IEEE 802.11, normally the PHY (PLCP i@ne thing to note is that on the intended receiver of the frame,
particular) will signal three evens to the MAC layer durindhe blocking estimation implicitly will always produce positive
frame reception: carrier busy, begin receiving PSDU, and eresult.
receiving PSDU. It does not deliver any data bits to the MAC On the other hand, if the station decides not to block,
layer until the PSDU reception has begun. Then the receitbe receiving may still continue but upper layer transmission
will proceed until the end of the frame (unless interrupted Inequests are not disabled. No NAV is set in this case either.
carrier loss in the middle of the reception). Received bits atethere is indeed any outgoing frame ready, the modem can
passed to the MAC layer as they are decoded and assemlalecept the request by switching to transmission state and
into the MAC frame. At the end of the PSDU is a forward errostarting the transmission. A PHY reset signal is needed in
detection CRC block called Frame Check Sequence (FCS)tHfs case to force the PHY to leave the receiving state and
the MAC frame passes the CRC check, it is accepted aedable PHYTXSTART signal when the MAC has a frame to
passed up for further 802.11 MAC processing. If the CR&end.
fails, the frame is dropped. If the LED decides not to block, the handling of the physical

In addition to the above interactions, the LED defines twearrier sensing mechanism, i.e. the Clear Channel Assessment
new mechanisms for the PLCP layer to interact with the LECCA) indicator produced by the physical layer, requires
They are illustrated by Figure 9. The first is an indicatatareful consideration. CCA is set to busy when there is carrier
called PHYNEWPLCP. This indicator is turned on by thebeing detected. Since the frame is still being transmitted in
PLCP layer after it finishes receiving the Start Frame Delimiténe air, the CCA will remain busy. It needs to be temporarily
(SFD) field of a frame’s Preamble section. The meaning @nored. The overriding of CCA in LED layer is accomplished
this indicator is that the PHY is affirmative that it has beguhy proposing a new vector called CCA-Suppression Vector
receiving a new frame, and the next thing it expects is t{€SV), which is a suppression timer. CSV is set to the end of
PLCP header of the frame. Upon receiving this indicator, thieception of the current frame, calculated based on the length
LED needs to block transmission so the PLCP header canftedd contained in the received PLCP header of the frame.
received without interruption. The PHMEWPLCP indicator ~ During the reception of a frame, if a new stronger frame
will be turned off by the PLCP layer after it finishes receivingrrives and captures the receiver, the PHY will again pass up
the CRC field of the PLCP header. The second mechanisine PLCP header to the LED upon successfully verifying the
is for the PLCP layer to pass up the PLCP header conte@RC. The LED will estimate interference again using the new
to the LED, as soon as the PLCP is verified to be corre et CP header. If the LED decides to block transmission for this
by CRC checking. After receiving the PLCP header from theew data delivery, NAV is set to the end tbfis new delivery,
PLCP layer, the LED will make a decision if the physical layeif it is later than the current NAV expiration time. Start-to-
should block its own transmission. transmit requests are disabled as well. If the LED decides not

During the blocking decision making process, a nore block for this new delivery, the NAV value is not changed
receiver station (denoted as statignof the frame calculates but the CSV expiration time remains or set to the end of the
if its own transmissions will cause enough interference twew frame, whichever is later.
interrupt the data delivery to which the just received frame At the source or the destination station of the ongoing
belongs. The station needs to calculate the power level aglivery, according to the IEEE 802.11 standard, the NAV
its own transmission at both the source, denoted’ssand is not set for the duration of the delivery. In LED, this
the destination, denoted d%?, of the ongoing data delivery specification is still followed. However, in LED the source
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and the destination stations of a data delivery do need to set aggregate the signals that have lower values than the
their CSV'’s to the estimated end of the delivery. The reason CSThresh?! used by ns-2.

is as follows. LED permits concurrent transmissions by othere We have enhanced the IEEE 802.11 MAC layer by
stations as long as they do not produce enough interference extending it with the implementation of our LED
to disturb the ongoing delivery. If any other station indeed mechanism.

decides to transmit, the energy of the transmission may Caus@,ch of our simulated networks consists of a set of

sense that CCA is busy and thus abort the data delivery fragigy yeceiver stations. The senders and receivers are placed in
sequence. H_ence, the CC_A should be suppressed on the SoYIigh0,, x 1000m area in the same fashion as the simulations
and destination stations till the end of the data delivery.  yescriped before in Section Ill. We assume that each sender
In total, a LED station has four indicators related to thRaq giready cached the location of its corresponding receiver.
transmission blocking estimation. The CCA is the physiC@lyhor parameters such as transmission power levels and
carrer indicator. It is TRQE when the PHY layer de'[eCt,Santenna gains are also assumed to be fixed and known to all
carrier (or energy exceeding threshold, or both, dependig@yions therefore not included in simulation. In simulation,

on equipment vendor implementation). The NAV' indicatof,e ENH header only contains LOCT and LOCR fields of 32
is the virtual carrier indicator. It is “TRUE” when there isbits each.

a channel reservation which needs to be honored. That is

if this station transmits, then the transmission will interferSescri
with the ongoing delivery. The PHXEWPLCP indicator is
on while a PLCP header is being received. Finally, the C
indicator tells the station if it should ignore the physical Iaye(;
CCA. It is “TRUE” when the suppression timer is running
More precisely, the decision of whether this station shou
block its own transmission or not is made as follow:

ns-2, we adopted the propagation channel model
bed in Equation 2. With such model, the transmission
wer P, is set to 0.282W whileRXThresh_ 2 and
SThresh_ are set to configure the transmission radias
f a station to 250m and the interference radius to 550m.
ch connection is a flow of UDP packets which are 1000
@;es in size and transmitted at 11Mbps. To simplify the
simulation implementation, base rate is also set to 11Mbps.
Such a simplification should not affect the correctness of the
evaluation method since we are more interested in relative

erformance improvement. Each simulation is run for a fixed

Another issue occurs if a channel-assessing station Oﬁt\/ration of 50 seconds. Each point on the curves to be
detects carrier but can not decode the frame. In this case @sented is an average .of 5 simulation runs

station is not able to estimate whether its transmission wﬁrWe have not been able to find any IEEE 802.11 equipment

affect this ongoing transmission. Either an aggressive approach . . . . . :
. specification with capture ratio information. The capture ratio

or a conservative approach can be taken. In the aggressive & .~ . . . . .
séd in simulation is derived by the following method.

approach this station will not block its own transmission i . e . .
the event of “detecting a carrier but not being able to deco 8 achieve a specific Bit Error Rate (BER) the required

» o ; . . ignal to Noise Ratio (SNR) for a particular modulation
the frame”, while in the conservative approach this station w .
) - echnique can be calculated. In the case of 11Mbps CCK
block its own transmission.

modulation, according to calculations described by [27], it
V. PERFORMANCEEVALUATION can be determined that 18dB of SNR is needed to achieve

In this section, we present extensive simulation-basél = BER, as specified by Orinoco wireless cards. The 11
studies on the performance of the LED mechanism. TH&PPS CCK uses 8 chip/symbol, which is 9dB spreading
performance comparisons are done using tise2 simula- 9@in- In addition, CCK coding provides about 2dB additional
tor [3], enhanced with the CMU-wireless extensions [2]. ThePding gain. All together the processing gain is 11dB. When
underlying link layer is IEEE 802.11 with 11 Mbps data rate?Nly considering signals before receiver processing, the SNR
In doing this, we have extended ns-2 as follows: requirement is 7dB. Roughly, this maps to 5 times of signal

« We have modified the capture model to allow receivers gpwer over interference. We adopt the same number as the

pture ratio. In our model, when a station is in the middle of
capture the stronger packet out of the weaker packet(§),” . . . )
. . . reteiving frame A and frame B arrives, one of the following
as in Equation 1, if the stronger packet comes after thée . )

will happen. If the received power of frame &4, is more

miakfe:vggursegztéii(t;e MIM PHY design as discussed I{ﬁan 5 times ofPg, the receiver continuously receives frame
P . A. If Pp is more than 5 times aPy4, the receiver drops frame

o Current implementation of ns-2 allows the stations tR ! . o
- . . .A and begins receiving frame B. In all other situations, packets
compare the newly-arriving packet only with the one it is

L . . follide and no frame is received correctly.
receiving. In order to implement the capture Equation T,
we extended the PHY layer in ns-2 to allow each

station to keep track of all its incoming packets and tl’be CSThresh_ |s‘the power value of a transmitted signal measured at the
. . oundary of its interference range |
aggregated background signals. Also in order to createryrpresh is the power value of a transmitted signal measured at the

a more realistic environment, we allow each station t@undary of its transmission range R

if (PHY_.NEWPLCPor ((CCA and (not CSV)) or NAV)) thenBLOCK

To appear in Proceedings of IEEE INFOCOM 2005, March 13-17, 2005, Miami, Florida, USA



200000 T T T T T 25 T T T T T 30000

180000 _!
25000 - Original

Original 20

160000
20000

140000
15000 -
120000

10000

Effective Throughput
Enhancement Percentage

100000

Number of Collision Packets

80000 | & 5000 ¢

60000 L L L L L L L L L L T T . . .
50 100 150 200 250 300 350 50 100 150 200 250 300 350 50 100 150 200 250 300 350

Number of Connections Number of Connections Number of Connections

Fig. 10. Effective throughput versus node densitfig. 11. Throughput enhancement over OriginalFig. 12. Packet collisions versus node density
mechanism versus node density

1 e : : : : . 200000

MACAW 180000 | Ep RY -
Original

Original
09 o 160000 -

140000

o
@

120000

100000

Fairness Index

o
3

80000

Effective Throughput
Enhancement Percentage

06 | 60000

40000 -

£
i
£/
i
i
I
I3

0.5 20000

. . . . . . . . . . . . 0 . . . . . . .
50 100 150 200 250 300 350 0 50 100 150 200 250 300 350 400 0 50 100 150 200 250 300 350 400
Number of Connections Number of Transmitted Packets per Node per Second Number of Transmitted Packets per Node per Second

Fig. 13. Fairness index versus node density Fig. 14. Effective throughput versus network loadFig. 15. Throughput enhancement over Original
mechanism versus network load

We have modelled various scenarios of different station2) Collision Packets: This counts the total number of
densities, work loads, transmission and interference ranges observed collisions that involve data and ACK packets
(transmission power levels), and errors in location estimation by all the attempted deliveries over the simulation
and their effects on performance. To study the performance of period.
our suggested schemes, we compare our LED with both the3) Fairness Index: To measure the bandwidth sharing of
Original IEEE 802.11 DCF andMACAW mechanisms The the connections under different mechanisms, we use
reason for using MACAW is that comparing to the schemes  Jain's fairness index [10], [16] which is defined as
in [23] and [11] MACAW is less restrictive when making follows: N
blocking decisions, and consequently the MACAW scheme F— (i )? (10)
outperforms the two aforementioned schemes. As described in N Zf;l N2
Section 1V, we experiment with two different flavors of LED: : . .
LED_CSandLED_RX. LED_CS mechanism is an aggressive where V is the_ number of connectlons_.ang is the
(optimistic) version of LED mechanism in which when a number of rgcelved packets for connec-tlzon
station receiving a frame it cannot decdtlét simply assumes ~ We have experimented both with and without RTS/CTS
that its transmission will not interfere with that ongoing datRror to data. Due to space constrain of this paper, we limit
delivery and therefore should not block. On the other han@ur discussion here to the RTS/CTS case. One interesting
LED_RX is a conservative (pessimistic) version of LED iffinding rega_rdlng RTS/CTS is that forC|_ng the stations to_be
which a station assumes its transmission will interfere withfocked during the whole RTS/CTS period of other deliveries
the ongoing data delivery under the same situation. will actually increase the network throughput. The reason for
this is more related to the particular ns-2 implementation of
gthe physical layer thus we omit the details here. For more
details about this particular issue, and experiment results of

1) Effective Throughput: This counts the total numberthe non-RTS/CTS configuration, which show similar results

of data received by all the receiver stations over thas we report in the rest of this section, the readers may refer
simulation period. to [26].
Figure 10 shows the effective throughput of the networks

. . _ with different numbers of connections. The data traffic

Both Original and MACAW mechanisms use the extended ns-2 captyatyyeen each pair of source and destination is a constant bit
model as described earlier.

“4In ns-2 this is the situation where the received signal level is lower thdRte (CBR) UDP flow at a rate of 20 packets per second.
the RXThresh As shown, the LEDCS, LED.RX, and MACAW mechanisms

During the simulation runs, we take the followin
measurements:
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all have higher data throughput than the Original mechanisperforms not as well as the LEDS and the MACAW under
Figure 11 further illustrates the improvements by showing thegh packet loads. With high packet loads, the chance that
percentage throughput gain of using the LES, LEDRX, there are some frames being transmitted nearby increases.
and MACAW over the Original. At their peaks, the LEOS Thus it is more likely for the LEDRX to decide to block.
could achieve about 20% more throughput than the Originghis is opposite to the LEILS which takes advantage of its
and the LEDRX could reach 22% higher throughput whileaggressive mechanism to squeeze in more transmissions.
the MACAW could see 8% throughput gain. The LEEX The packet collisions for the different mechanisms are
yields higher throughput than the LEDS for because of shown in Figure 16. MACAW mechanism has the highest
its aggressive nature. Figure 12 shows the total number mafmber of packet collisions because of its high aggressiveness
collisions that occur in the networks occurred at intendexs described earlier. Comparing the aggressive IEDwith
frame receivers, as an indication of the level of transmissitime conservative LEIRX, the LED.CS mechanism experi-
concurrency within the network. Since the LELS is more ences more packet collisions than the LRX mechanism.
aggressive than the LEBX, as expected its collision countHowever, the aggressiveness of the LES in networks with
is higher. However, simply trying harder may not help in thismall number nodes is justified by the significant large number
case because more transmissions may result in more collisiofissuccessful transmissions in comparison to the number
at frame receivers, which actually brings the throughput dowot collisions. Therefore, the LERLS mechanism has higher
Lacking more detailed knowledged regarding the ongoirtgtal throughput than the LEIRX mechanism as shown in
transmissions, the MACAW does not spatially reuse tHegure 14.
channel as intelligently as the LED mechanisms. A station Figure 17 shows the fairness index of all the mechanisms
using the MACAW blocks it transmission only if it overhearsinder different packet loads. The LEDS, LED.RX, and
CTS frames. As the simulations show, oftentimes such MACAW mechanisms have similar fairness index measure-
assessment is incorrect. Although the MACAW tries very harchents which are higher than the Original mechanism. An
as indicated by the high number of collisions in Figure 12, iexplanation for this is that these mechanisms reduce the well-
throughput does not increase as hoped. As the station denkitpwn “exposed node” problem in the Original mechanism
increases, the MACAW performance approaches Originahich is one of the major sources for the unfairness.
since the CTS frames will cover most of the network As pointed out earlier, it may occur that several stations
area, just like the RTS and CTS frames of the Originatimultaneously predict that their own transmissions will not
Figure 13 shows the fairness index of different mechanisntause interference to the ongoing delivery and hence start their
The LED.CS, LEDRX, and MACAW However the newly own transmissions. In this event, the aggregated energy from
proposed mechanisms of the LED have better fairness levalsthese side transmissions may change the result of capture
than the Original. An explanation for this is that the LEDeffect and cause interference with the ongoing delivery. To
mechanisms reduce the well-known “exposed node” problenrther study this problem, we multiply the capture ratio
in the Original mechanism which is one of the major sourcesed in
for the unfairness. Equation 1 by capture facto. By increasings value
Next, we experiment with different network packet loadever 1, we decrease the chance that the aggregated energy
to see their effects on performance. We fix the numb&om all these side transmissions would interfere with the
of connections in the network to 50 and vary the packenhgoing transmission. At the same time, increasihdas
generation rate at each source station between 10 pachkés same effect of increasing the capture ratio in reducing
per second to 400 packets per second. Figures 14 and té& network throughput. Figure 18 shows the LEIS and
show the effective throughput and the relative enhancemém@D_RX performance over different values g¢f for 50
of each mechanism over the Original respectively. As showegnnections with CBR traffic of 100 packets per second.
different from the previous results, the LECS has the highest  Setting 5 to values less than 1 degrades the performance
throughput over the LEODRX and the MACAW. The LEDRX of both mechanisms since there are more chances for channel
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range.

Transmission| Transmission| Carrier Sense in our ns-2 experiments using the propagations channel
Power Range () Range () model defined by Equation 2. Figure 20 shows the effective
0.282wW 250m 550m throughput of the network versus the transmission ranges
1.427W 375m 825m for network configuration of 50 connections with CBR of
4.510W 500m 1100m 100 packets per second. Although in addition to transmission
22.829W 750m 1650m range, performance of the LED mechanism depends on
72.151W 1000m 2200m the network topology and station locations, the effective

TABLE | throughput of LEDCS decreases as the transmission range
DIFFERENT TRANSMISSION POWERS AND THEIR CORRESPONDING  increases because of the following: 1) with large ranges,
RANGES USED BY NS2. more stations hear the transmission and have to block during

the RTS/CTS exchange, and 2) as the transmission range

competing stations to decide to transmit and result in framiécreases, many of the unblocked stations which were not
collision at receiver. As3 increases over 1, the throughputble to decode the transmission frames before become able to
increases since we reduce the number of interferences causegbde those frames now and may find that they have to block
by the aggregated signals. However, increasihdo large during those transmissions. On the other hand, increasing
values has a negative effect on the throughput since it undgfe number of decoded frames in LBEX mechanism
utilizes the capture mechanism. What is more interesting rigsults in many unblocked stations that formerly would block
that for our experiment configurations, usiffig= 1.2 results unnecessarily because of their inability to decode frames.
in the optimal performance. However, increasing the transmission power still reduces the

Next, we study the effect of errors in station locations dueED_RX throughput as shown in the figures because of: 1)
to the inaccuracy of the location estimation systems. We agaimilarly, using large transmission ranges force more stations
experiment with network configuration of 50 connections witto hear the transmission and to block during the RTS/CTS
CBR traffic of 100 packets per second. Each station adds @tthange, and 2) as the transmission power increases, the
error, selected randomly from the rangeErr, Err], to the interference range increase and additional stations become able
X and Y position of the station. We test using different value® hear the transmission but unable to decrypt it and hence
of Err as shown in Figure 19. Surprisingly, the effectivgorce the stations to block. As the transmission range increases,
throughput increases with small values Bfr. This could the area where the stations are unable to decode the frames
be explained as using small random errors emulates the effestomes smaller since we conduct experiments within a fixed
of using the capture factg¥ as described earlier in reducingsquare region and hence the performance of IEObecomes
the interference possibility. However, just lik& with high similar to the LEDCS performance. On the other hand, the
errors the performance of the LED mechanisms degrades. Paformance of Original and MACAW keep degrading as the
performance degradation of the LERX is higher than that transmission range increases because now a single RTS/CTS
of the LED.CS since the LELCRX effectively depends on the frame exchange will block more stations. For Original, more
location information only in deciding of the blocking statustations will also be blocked because they sense the carrier as
while LED_CS depends on the signal energy in addition tiousy. As shown in the figure, when the transmission range is
the location information. large, the performance of LED mechanisms is superior to the

All the mechanisms under consideration are based on Deginal and MACAW mechanisms.
transmission and the interference ranges in the network. To
examine the performance of those mechanisms under differenFigure 21 shows the effect of transmission ranges on
ranges, we fix the maximum distance for a connection fairness index. LED mechanisms experience fixed fairness
be within 250m while changing the station transmissioimdex over the different transmission ranges while both
power. Table | shows the used transmission powers a@diginal and MACAW mechanisms have increase in their
their corresponding transmission and interference ranges ufgthess index as the transmission range increases since the
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