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Abstract. Many multivariate statistical methods have been applied to detect the
difference between case and control population. However, it is difficult to
control the false positive rate, especially under small sample size. Traditional
family-wise error rate or false discovery rate adjusts the p values based on the
distribution or ranks of p value in the same multiple testing. In this paper, we
investigated the performance of integrating the Data-space boundary-based test
(BBT) and Statistics-space BBT to control the false positive rate, under a pre-
vious proposed framework called Integrative Hypothesis Tests (IHT). The
classification accuracy rate by Data-space BBT provides valuable information
complementary to the p value from Statistics-space BBT. The simulation results
demonstrated that the integration effectively controls the false positive rate even
for small-sample-size cases. Experiments on the real-world dataset of bipolar
disorder also validated the effectiveness of the integration.
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1 Introduction

Many statistical methods have been proposed in the literature to detect the difference
between case and control population in the fields of social psychology, biology, and
economics. One focuses on the difference between case and control population in many
fields, such as social psychology, biology and economics. There are many statistical
methods to detect the difference. Those methods can be divided into two groups, one
for univariate and the other for multivariate methods which play a crucial role in
genome-wide association study (GWAS). Recently, the multivariate methods are
applied on GWAS for detection power improvement, in which single-nucleotide
variants (SNVs) located in the same biological unit are collapsed into one computa-
tional unit [1-4]. However, all of them are suffering from false positive rate, especially
with small sample size.

The traditional measures to control the false positive rate have two main streams.
The first stream is named after family-wise error rate (FWER), which is defined as the
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probability of making one or more false rejections among all of the hypotheses, such as
Bonferroni correction [5] and Holm correction [6]. The other stream aims to control the
fraction of false rejection under the threshold o, including Benjamin-Hochberg cor-
rection [7] and Q value [8]. But they only change the scale of original p values and fix
the threshold to reject less hypotheses without any other complementary information.

Recently, Integrative Hypothesis Tests (IHT) was previously proposed in [9, 10] to
consider discriminating analysis and testing of case-control problems, jointly from two
perspectives. One is model based such as two-sample test or model comparison to
detect the difference between two populations, while the other is boundary based such
as classification or model prediction about the performance of the distinguishing
boundary. As preliminarily discussed in [11], the tasks of model comparison and
classification were complementary to each other in nature, and it was better to jointly
optimizing their performances. The advantage of IHT was demonstrated in [12] on a
COPD-Lung cancer study, by combing p value (from a two-sample test) and mis-
classification rate in a 2D scatter plot, with a bootstrapped procedure to enhance the
reliability of the ranks by the IHT. This motivated us to further investigate IHT, and
following [10] Boundary-based test (BBT) was considered and empirically investigated
in this paper.

Boundary-based test (BBT) is to test whether a separable plane is existed between
the case population and control population [10]. It can be classified into two categories,
Data-space BBT and Statistics-space BBT. Data-space BBT indicates that we seek for
the separating plane in the original data space, which leads to meet traditional classi-
fication problem in the machine learning. While the Statistics-space BBT intends to
ascertain the boundary between rejection region and acceptance region after calculating
the statistics from the original data space. Furthermore, the Statistics-space BBT has
achieved higher detection power than other multivariate methods in joint-SNVs anal-
ysis [13—15]. In order to reduce the background disturbance, the posteriori of p value
(pp value) is introduced in the Statistics-space BBT [10].

In this paper, we investigate IHT by integrating Data-space BBT and Statistics-
space BBT to control the false positive rate in the multivariate case. The effectiveness
of the integration was validated on both synthetic datasets and real-world datasets.
Results also empirically demonstrated that Data-space BBT and Statistics-space BBT
were complementary to each other in controlling false positive rate. The pp value is
helpful in controlling the false positive rate on the synthetic experiments.

This paper is organized in the following way. In Sect. 2 we briefly introduced IHT,
as well as BBT, and then focused on the integration of Data-space BBT and Statistics-
space BBT. An intuitive method for integration of them was studied. In Sect. 3, we
conducted simulation experiments. In Sect. 4, we applied the intuitive integration on a
SNV dataset of bipolar disorder and performed a literature search to validate the
effectiveness of the integration.
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2 Integrative Hypothesis Tests and Boundary-Based Test

2.1 Brief Introduction of IHT

Integrative Hypothesis Tests (IHT) was proposed in [9, 10] to consider discriminating
analysis and testing of case-control problems, jointly from two perspectives, i.e.,
model-based perspective and boundary-based perspective, which involves four tasks as
described in Table 1 of [10]. From the model-based perspective, we utilize parametric
models to describe the case population and control population, and then measure the
difference between two populations. From the boundary-based perspective, we detect
the existence of boundary for two populations. In the following part, we focus on the
task B comparison and task C classification of IHT to control the false positive rate.
The task B offers p value to measure the difference and task C provides misclassifi-
cation rate. Correspondingly, the Data-space BBT and Statistics-space BBT finish task
B and task C, and both of them will be described in the following subsections.

Table 1. Annotation for top-20 genes of bipolar disorder

Class | Gene_symbol Description

A RYR3 Ryanodine Receptor 3
NPAS3 Neuronal PAS Domain Protein 3
WWOX WW Domain Containing Oxidoreductase
DLG2 Discs Large MAGUK Scaffold Protein 2
DPP10 Dipeptidyl Peptidase Like 10
CDH13 Cadherin 13

B SHISA6 Shisa Family Member 6
LRP1B LDL Receptor Related Protein 1B
ASTN2 Astrotactin 2
PTPRD Protein Tyrosine Phosphatase, Receptor Type D
LRRC4C Leucine Rich Repeat Containing 4C
PRKCA Protein Kinase C Alpha
FHIT Fragile Histidine Triad
GALNT13 Polypeptide N-Acetylgalactosaminyltransferase 13
PARK?2 Parkin RBR E3 Ubiquitin Protein Ligase

C THSD4 Thrombospondin Type 1 Domain Containing 4
FAMI155A Family With Sequence Similarity 155 Member A
ZNF664-FAM101A | Filamin-Interacting Protein FAM101A
PRKCE Protein Kinase C Epsilon
USH2A Usherin

As an early application of IHT, Jiang et al. takes the task B and task C into
consideration to identify miRNNAs biomarkers for the differentiation of lung cancer and
Chronic Obstructive Pulmonary Disease (COPD) [12]. As illustrated in Fig. 1 in [12], a
p value indicating difference of the two distributions and a misclassification rate



Integration of Data-Space and Statistics-Space BBT 631

indicating a separating boundary were combined in a 2D scatter plot for an IHT rank on
the features. In order to improve the reliability when the sample size is small and
missing value is existed, the bootstrapping method was proposed.
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Fig. 1. Examples for explanation of integration for Data-space BBT and Statistics-space BBT.

2.2 Data-Space Boundary-Based Test

The Data-space Boundary-based test aims to seek for boundary to classify the samples
into case population and control population, that is, it belongs to two-class classifi-
cation problem. For the simplest case, we can defined a hyperplane,

gle,w) = wix+wy =w (x— p) (1)

where p is the mean of population. Then, the data can be divided into two classes by,
case, if g(x,w)>0 2)
control, if g(x,w) <0

then we constructed the statistics as misclassification rate as described in the [10],

_#0+ x)

X O) o x (1) 3)

where the X(!) indicates the case population, the X(?) is the control population, the X 50)

means those that belong to control population but are classified into case population

and X(()l) indicates those that belong to case population but are classified into control
population. The # means the number of candidates for one set. We can utilize support
vector machine (SVM) [16] and fisher discrimination analysis (FDA) to obtain the
boundary. Then we can apply the Eq. (3) to obtain the statistics. The smaller statistics
are, the more separable two populations are.

2.3 Statistics-Space Boundary-Based Test

Different from the Data-space BBT, the Statistics-space BBT firstly computes statistics
from the original data, such as the difference of means for two populations. We then
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calculate p value by permutation test. It is one-class classification problem which is to
ensure whether the statistic is located in rejection region or not. Then we can describe
the p value,

)

= 4)

p

where the X% is the statistics set located in acceptance region, the X{O) is the set that

contains wrong rejections and the # means the number of candidates for one set.
Because the null hypothesis of permutation test is that the sample labels are
exchangeable, those located in the rejection region are the misclassification. As a result,
the p value obtained by permutation test is also the misclassification rate for the one-
class classification problem.

Xu has provided four key steps of Statistics-space BBT in the Table 6 of [10]. For
the multivariate case, we also summaries four main ingredients. First, we determine a
rejection domain I'(S) based on statistic § which is obtained from case-control study,

I'(8) = {s:(s— %) sign(s) > 0} (5)

where sign(s) = [sign[s\],- - -, sign|s,,]]" with sign[u] = m - Second, the p value can
be calculated by permutation test regardless of distribution. Third, we make full use of
the principle component analysis (PCA) to remove the cross-dimensional dependence
for factorization of multivariate p value (see Eq. (68) in [10]). Forth, we corrected the
p value into posterior version (pp value) of it to reduce the background disturbance (see
Eq. (93) in [10]). In the next section, we will also show the important role that pp value
played in control of the false positive rate.

2.4 Integration for Data-Space BBT and Statistics-Space BBT via IHT

From the perspective of IHT, the Data-space BBT finishes the task C and Statistics-
space BBT finishes the task B, and then we integrate the p value and misclassification
rate to control the false positive rate. Their complementarity is described as follows.

The Data-space BBT is to classify the samples into two classes in the original data
space, case population and control population. To some extent, it takes difference both
for means and covariance into consideration. However, a separable boundary is not
equivalent to existence of significant difference between two populations. As Fig. 1A
described, there is a separable boundary between two populations, but there is no
significant difference.

The Statistics-space BBT aims to determine whether the statistics are located in
rejection region or not. The mean is often regarded as the criterion to indicate the
difference for case-control study, such as Hotelling’s T square test for multivariate [17].
Similarly, a significant difference of means from two populations does not indicate the
existence of a separable boundary as Fig. 1B showed. In the Fig. 1B, two dots indicate
means of two populations and two ellipses represent two population. Although the
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distance of two means is large, the shadow area is also large, which indicates that there
is no separable boundary.

We have analyzed Data-space BBT and Statistics-space BBT empirically, and it is
helpful to integrate both of them to obtain more accurate results, in other words, control
the false positive rate. Note that the misclassification rate is replaced with accuracy rate
in the 2D-scatter plot compared with the plot in the [12]. We call it p value vs. accuracy
rate scatter plot.

As the Fig. 1C described, the horizontal ordinate represents negative natural log-
arithm of the p value and the vertical ordinate indicates accuracy rate which takes the
place of misclassification rate for convenience. What’s more, we multiply the accuracy
rate by ten to make the scale as the same as negative natural logarithm of the p value.
The scatter plot can be divided into four regions. The hypotheses located in the region I
will be rejected via integration of Data-space BBT and Statistics-space BBT, while the
hypotheses that belong to the rest three regions will be accepted. If we only consider
the p value, the hypotheses in region I and IV are rejected. When we take the accuracy
rate into consideration, those located in region I and II are rejected.

3 Simulation Framework and Corresponding Results

3.1 Simulation Framework for Type I Error

We intend to investigate the effect on the false positive rate of joint-SN'Vs analysis in
GWAS when we integrate Data-space BBT and Statistics-space BBT via IHT. In order
to mimic the pattern of the real-world data, the SNV data located in 2.5 Mb of chro-
mosome 5 from the 1000 genomes projects was chosen and the number of the SN'Vs is
12,455. To remove the influence of ethnicity, we choose the Chinese Beijing
(CHB) and the sample size is 97. The length of the computational unit is set to 15 kb
because the length of gene is from 10 kb to 15 kb. The simulation datasets were
generated by the null model,

y=0.5X; +0.5X; +¢ (6)

where y is the phenotype, X, is a continuous covariate generated from a standard
normal distribution, X, is a bi-value covariate which can take 0 or 1 with a probability
0.5, and ¢ follows a standard normal distribution. It is of note that the generated
phenotype is not associated with the genotype data when the null hypothesis holds.
Then we transform the continuous phenotype into dichotomous value via the following
model,

logit P(y = 1) = op+ 0.5X; +0.5X, (7)

where the logit means the logit function and oy is the prevalence. The o is set to 0.01.
The sample size is set to 100 vs. 100, 500 vs. 500 and 1000 vs. 1000. And there are
1000 replicates for them in the same parameter settings. The Data-space BBT adopted
the linear SVM to seek for separable hyperplane and Statistics-space BBT followed the
procedure described in the [10] to obtain joint p values.
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3.2 Simulation Results

The simulation results are shown in the Fig. 2. Each row represents different sample
size, 100 vs.100, 500 vs.500 and 1000 vs.1000 in order. First column described the
relationship between accuracy rate and p value and second column is for the rela-
tionship between accuracy rate and pp value. The blue line indicates the type I error
threshold o (o = 0.05) and the red line means the threshold for accuracy rate (99% for
1000 vs. 1000, 95% for 500 vs. 500 and 60% for 100 vs. 100). The scatter plots are
divided into four regions by the two lines as the Fig. 1C described.

10°Acc_rate

15 10 5
log(pp_valoe)
500 vs 500
WDge
. *o"
acly . - 4
CP
e -
B F. .
3
g .
o' 85
iy
-
;
&'
[3 75
7 " 7 a " "
0 0 35 4 0 05 1 15 2 25 3 35 4
oglpp_value)
1000 vs 1000
1 - - 10gy - ~
0 Y — 0.
a .
a5 95 ;.'.
. .
9 e 3 ‘.
® » * ®
] W O
g 88 g 85
< < .
=) =3 * .
= = bo
8 g g
.. 3
.
75 5
; " " x " 7 " " " " "
0 02 04 06 08 1 12 14 15 18 0 02 04 06 08 1 12 14 16 18
log(p_value) 12g(pp_vahse)

Fig. 2. Scatter plot p value vs. accuracy rate for simulation datasets
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Altogether, there are four points to be mentioned. First, p value vs. accuracy rate
scatter plot reduces the false positive rate under different sample size as the number of
replicates decreasing in the region I. Second, for the cases of 500 vs. 500 and 1000 vs.
1000, the accuracy rate has no influence on controlling false positive rate when we use
the pp value, while for the p value, the accuracy rate helps with reducing the number of
replicates in the region I. Thus, the pp value has an effect on control of the false
positive rate. Third, with the sample size increasing, false positive rate decreases. If we
intend to decrease the false positive rate even further, the threshold of accuracy rate
needs to be raised. Forth, if the sample size is large enough, the pp value can control the
false positive rate efficiently.

4 Results for Bipolar Disorder SNV Dataset

4.1 Basic Information for Real-World Dataset and Data Pre-processing

Bipolar disorder is responsible for the loss of more disability-adjusted life-years and
leads to high risk of suicide and self-harm [18-20]. The dataset of bipolar disorder
(GSE71443) comes from GEO (Gene Expression Omnibus) database. The sample size
is 65 bipolar disorder patients vs. 74 controls and the number of probes is 906600.
There is no missing value to impute. We regarded the Hardy-Weinberg’s equilibrium
p value as the measure for quality control. If any of the three Hardy-Weinberg’s
equilibrium p values for case population, control population and the total population, is
smaller than 1E-4, the SNVs would be filtered out. As a result, there are high-quality
722130 probes.

Then, we annotated the SNVs using the Annovar software [21]. And the unit was
defined as the body of gene (exclude the upstream, downstream, intergenic and so on).
Finally, we obtained 13896 genes. As the small sample size, we selected the first 20
SNVs in ascending order of their single locus p values to represent these genes, and
then calculated the joint p values for them via Statistics-space BBT. All of the joint
p values are corrected into pp values and the joint p values indicate the pp values. The
Data-space BBT is also performed for the 20 dimensional data to calculate the mis-
classification rate via linear SVM.

4.2 Results for the Bipolar Disorder

After we obtained the p value and accuracy rate, p value vs. accuracy rate scatter plot of
13896 genes is shown in the Fig. 3 and the top-20 genes in the ascending order of their
joint p values are marked in red. In addition, we also showed the relationship between
two correction p values and original p values and found that both of them only change
the scale of original p values and fix the threshold to reject less hypotheses without any
other complementary information. We then conducted the literature search for them
and they were described in the Table 1 (see details in the Table 5 in [15]). They are
classified into three categories. Class A indicates that there is direct association with the
bipolar disorder. Class B contains the genes related to the other psychiatric disorders or
brain disorders, while the genes showed that there is no relationship to our best
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knowledge of the literature were collected in class C. Next, we will utilize the scatter
plot to exclude some genes and we hope that the genes belonging to class A can be
reserved as much as possible.
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Fig. 3. Scatter plot p value vs. accuracy rate for all of 13896 genes

The top-20 genes were shown in the Fig. 4. The blue diamond represents genes in
class A. the red circle means the genes in class B and the green star indicates genes in
class C. The number of genes located in the region I is 8. Among them, the number of
genes in class A decreased from 6 to 4, from 9 to 1 for class B and from 5 to 3 for class
C. As aresult, the remained genes are shown in the Table 2 and the scatter plot is able
to control the false positive rate.
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Table 2. Annotation for top-20 genes after integration

Class | Gene_symbol Description

A RYR3 Ryanodine Receptor 3
NPAS3 Neuronal PAS Domain Protein 3
WWOX WW Domain Containing Oxidoreductase
DLG2 Discs Large MAGUK Scaffold Protein 2

B LRP1B LDL Receptor Related Protein 1B

C THSD4 Thrombospondin Type 1 Domain Containing 4
ZNF664-FAM101A | Filamin-Interacting Protein FAM101A
PRKCE Protein Kinase C Epsilon

5 Discussion

We investigated the performance of integrating the Data-space BBT and Statistics-
space BBT under the IHT. The simulation experiments were designed to further elu-
cidate the effectiveness of the integration. The simulation results showed that the
integration can help with controlling the false positive rate even for small sample size
and the pp value can also control the false positive rate. While for the SNV datasets of
bipolar disorder with small sample size, the integration also played a crucial role in
controlling the false positive rate. In the future, there are three perspectives. First, the
influence for the scatter plots under different classification methods is a worthwhile
studying. Similarly, the influence for the scatter plots under different multivariate
statistical methods also raises a mandatory research. Second, we will try to construct a
statistic to replace the scatter plot via integrating the p value and accuracy rate. Third,
for the scatter plot, it is essential to validate whether there is an arc line instead of the
lines being parallel to the axis to control the false positive rate more efficiently.
Altogether, IHT is the framework to control the false positive rate without being limited
to boundary-based tests, and it is worthwhile to investigate more deeply its
characteristics.
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