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Abstract—To achieve security in wireless sensor networks (WSNs), key management is one of the most challenging issues in design of WSN due to resource-constrained sensor nodes. Various key management schemes (KMs) have been proposed to enable encryption and authentication in WSN for different application scenarios. According to different requirements, it is important to select the trustworthy KMs in a WSN for setting up a fully appropriate WSN mechanism. An Analytic Hierarchy Process (AHP)-aided method helping with the complex decision has been presented in our previous work. Our purpose in this paper is to do performance analysis of KMs in WSN using our previous AHP-aided method. We analyze the characters of abundance KMs intuitively. The following five performance criteria are considered: scalability, key connectivity, resilience, storage overhead and communication overhead. As all permutations of five performance criteria include 120 types’ situations, experimental analyses on 43 KMs for the optimum selection are presented.

Index Terms—Analytic Hierarchy Process, Experimental analysis, Key management schemes, Optimum selection, Wireless sensor network

I. INTRODUCTION

A. Background

The application area of WSN includes military sensing and tracking, environmental monitoring, patient monitoring and smart environment. In the situation that a sensor node is installed in a dangerous and untrusted area, we should take more concern about its security. Thus, WSN security is a prerequisite for wider use [1]. The communication channels between any pair of nodes inside WSN must be protected to avoid attacks from external parties. Such protection, in terms of confidentiality, integrity and authentication, is provided by some security primitives. A key management scheme (KM) is an important security primitive for WSN. The task of generating and distributing those keys has to be done by a global key management system [2]. But WSN is energy limited and not able to support high overhead KM. For this trade-off problem, to design a trustworthy KM in WSN is necessary work.

B. Related Works

In recent years, there has been a significant progress in key management of WSN. Researchers have proposed a number of KMs in WSN. Such as, random pre-distribution key management scheme based on key-pool [7], pre-distribution key management scheme based on polynomial [8], pre-distribution key management scheme based on block design [9], pre-distribution key management scheme based on position [10] and pre-distribution key management scheme based on matrix [11], etc.

Based on the network architecture (hierarchical WSN and distributed WSN), KMs in WSN can be categorized into several types. In Hierarchical WSN (HWSN), data flows are divided into three parts: pair-wise (unicast) among pairs of sensor nodes and from sensor nodes to base station; group-wise (multicast) within a cluster of sensor nodes; network-wise (broadcast) from base stations to sensor nodes. In Distributed WSN (DWSN), data flow is similar to that in HWSN with a difference that network-wise (broadcast) messages can be sent by every sensor nodes. KMs in WSN is organized in distributed or hierarchical structures as shown in Fig. 1 [2] [3].

The Analytical Hierarchy Process (AHP) method is a decision approach designed to aid in the solution of complex multiple criteria problems in a number of application domains [4]. The AHP method has particular application in group decision making. It is used around the world in a wide variety of decision situations, in fields such as government, business, industry, healthcare, and education. A few researchers have used AHP with complex decision. Such as, Hwang et al. [5] employs AHP method in guiding information security policy decision making. It pave the way to use the application of AHP
as a method to develop information security decision model for information security policy.

C. Challenging Issues

Existing KMs in WSN satisfy the special different security requirements. They have their own advantages and disadvantages. Many KMs have been designed to address the tradeoff between limited computational resources and security requirements. It is not easy to determine whether the selected KM scheme is optimum scheme for assumed scenario. Each of the KMs can be suitable for different needs. Recent research works is mainly related to produce an efficient system to evaluate these key management schemes.

To select the most proper KM from large amount of existing schemes is not an easy issue. Many researchers proposed the evaluation index for KMs using the qualitative analysis [2]. Unfortunately, few of these proposals consider the node replication attacks and robustness. Their proposals fail to address all the criteria that a KM should satisfy. Despite the utmost importance of a generic evaluation method for these existing KMs, it is surprising that we find almost nothing in literature on this subject. We present an AHP-aided method for KMs evaluation in WSN [3] for updating. We find there are some interesting characteristics in our previous evaluation results. This pushes us to do further performance analysis among amount KMs in WSN based on our previous AHP-aided work.

D. Our Contribution

In this paper, we propose performance analysis on almost all current existing KMs using AHP. Experimental results will help to obtain the characters of KMs in WSN intuitively. For example, the scores of KMs for DWSN are higher than KMs for HWSN under the Network scenario A which requires distributed scenario. The contributions of our paper can be summarized as follows:

1) We classify six typical KMs and make comparison among the tradeoff in those schemes and show that our method can be helpful in a complicated WSN environment according to the quantitative analysis results.

2) We provide experimental analysis on almost all current existing KMs. We analysis 43 KMs. Our analysis based on the all permutation of 5 criteria. There are 120 types’ situations of the importance scale among the 5 criteria.

3) Via our experimental analysis, there are some generic conclusions of features for these existed KMs.

II. Preliminaries

In this section, we introduce our previous AHP-aided method [3]. In our previous work, we propose a generic method to evaluate KMs. The generic method is an AHP-aided method which can help us to select optimum scheme quantitatively according to different network scenario requirements. We present the principle of the method first and then show a case study for extended explanation.

A. Brief reviews of AHP-aided method

There are three steps for considering decision problems: constructing hierarchies, comparative judgment and synthesis of priorities. After constructing hierarchies, both the importance preference of each criteria and the importance preference of each scheme are given as two inputs. With the two inputs, the framework of AHP-aided method [3] for choosing the most suitable key management scheme when considering the preference criteria is presented in Fig.2. Both pair-wise comparison Matrix A for network scenario and series of pair-wise comparison Matrix B for criteria are constructed based on pair-wise element compare. Both consistency check and calculation of weight coefficient value for each scheme are followed for judgement. The synthesis of priorities is gotten during final decision.

![Fig. 2. Hierarchies of our previous proposal](image)

Detailed elaboration on synthesis of priorities are as follows, n: the order of matrix; RI: the average random index; CR: the consistency ratio; CI: the consistency index; λ: the maximum eigenvalue [4]. The inputs are five criteria and six alternative KMs in our former proposed method. Consistency check for 5-order matrix and 6-order matrix should be presented. As when n equals to 5, RI is 1.11 correspondingly. Because the matrix should be validated to pass the consistency check, CR = CI/RI need to be smaller than 0.1 [3]. Thus, CI needs to satisfy that CI < 0.1×0.11 = 0.011. Furthermore, as CI = (λ−n)/(n−1) = (λ−5)/4 and CI < 0.011, the 5-order matrix will pass the consistency check when λ is smaller than 5.444. As the same process as n = 5, the 6-order matrix will pass the consistency check when λ is smaller than 6.625.

B. Case study with one kind preference of five criteria

One kind important scale preference of the five criteria is set for case study in this section. The scenario of judgment is as follows: The government wants to enforce its homeland security using the WSN to aggregate the information on the borderline [22]. In such a scenario, the perimeter surveillance is one of the most promising WSN applications. WSN can be easily deployed permanently (e.g., public places) or on-demand (e.g., high risk events) in a very short time, low costs,
with little or no supporting communications infrastructure. As pair-wise comparison, the important scale of the 5 criteria can be decided: Scalability (1) < Key connectivity (3) < Storage overhead (5) < Resilience (7) < Communication overhead (9). In this inequality, higher value means higher important scale [3]. As both the judgment matrix (Matrix \( B_S \)) and the matrixes for KMs which respect to each criterion’s comparison (Matrix \( B_S, B_K, B_R, B_M \) and \( B_C \)) are obtained, final vectors for each KM in the assumed WSN scenario are calculated. Recalling the overall weights, we can get a final value for each KM. The value for H. Chan et al. 2003 (H03) [7] is 0.175555. Similarly, the values for the other schemes in turns are calculated: L. Eschenauer et al. 2002 (L02) [16] = 0.270595; C. Blundo et al. 1992 (C92) [8] = 0.170659; S. Zhu et al. 2003 (Z03) [17] = 0.125337; M. Shehab et al. 2005 (M05) [18] = 0.124683; S. Slijepcevic et al. 2002 (S02) [19] = 0.129819. Comparing the final 6 value of the vectors, we get the biggest vector: L02 and the least vector: M05.

III. Our Proposal

In this section, we analyze characteristics of some KM schemes in WSN. Our analysis is based on the examination of corresponding evaluation criteria based on AHP-aided method [3]. In original AHP [4], the absolute number of important scale are definite. In our proposal, all important scale permutations of the corresponding evaluation criteria are presented. The all permutation of importance scale can help us to see all the cases results and get a overall conclusion.

A. Proposal description

The AHP-aided method and a corresponding case study have been introduced in section II. In that case study, only one kind preference of the criteria’s importance scale is set. One kind of the preference of the criteria’s importance scale can obtain one kind importance values of each criterion \( A = (a_{ij})_{6x6} \). One kind importance values of each criterion \( A = (a_{ij})_{6x6} \) can calculate one kind of the weighted vectors of the matrices \( \vec{W}_A \). Because the weighted vectors of KMs \( \vec{W}_B \) come from the importance values \( B = (b_{ij})_{5x5} \) and we know that \( \vec{W}_i = \vec{W}_A \cdot \vec{W}_B \), the value of \( \vec{W}_i \) will change as the value of \( \vec{W}_A \).

There are different requirements of the importance scale among criteria under different parameters of network scenario. All permutations of the 5 criteria include 120-type situation. The affection of each criterion is analyzed. Then, we combined them together and analyze them synthetically.

For this target, we first provide an assumed WSN scenario and its corresponding parameters setting, especially the network size and its security requirement. One more network scenario for comparative analysis is followed. Comparing the two groups of network scenario, we get some generic conclusion among the 6 alternative KMs. Furthermore, we do experimental analysis among some more KMs. We choose 43 KMs [2] for comparison in our paper. These 43 KMs contain the currently mainly existed KMs. Based on these analysis, generic characters conclusion of these KMs are expected.

Our experiment has been executed on Toshiba Dynabook SS with a Core2, 1.40G CPU and 2048MB RAM memory. We implemented our experiment using the MATLAB. Each group of the experimental data has been calculated out within one minute.

B. Network scenario

In this section, we describe two groups of network scenarios: Network scenario A and Network scenario B.

Network Scenario A: We assume the network and key’s parameters as follows: In each 1 km² square unit area, for providing available WSN model, we know that the relationship between communication distance \( f \) and limited power overhead \( E \) of each sensor node is \( E \sim f^2 \) (2 < \( n < 4 \), \( n \) is effected by external influence and is usually set to 3 for calculation. Accordingly the communication radius of each node is set to 100 m [32]. Thus, the available nodes number is set to \( N = 100 \) for each 1 km² square unit area. Let \( p \) denote the probability of that two nodes share a key in pair-wise keys and let \( d = p \times (N - 1) \) be the expected degree of a node. L02 [16] has shown that for a pool size \( KP = 10,000 \), only 75 keys need to be stored in a node’s memory to have the probability that they share a key in their key rings to be \( p = 0.5 \). Thus, the pool key size \( KP = 10,000 \), the keys number 75 keys and the probability \( p = 0.5 \) which have been hold in scheme L02 [16] can be taken as an example here. At the key set up phase, each node ID is matched with \( NP \) other randomly selected nodes ID with probability \( p = 0.5 \) which are always used for a qualified value for evaluation [6]. Thus we can get \( NP = 50 \). At the beginning of the AHP evaluation, the matrix key distribution scheme generates an \( m \times m \) key matrix for a WSN of size \( N = m^2 \). During the key pre-distribution phase, each node is assigned a position \( (i, j) \), receives both the keys in \( i \)-th column and the keys in \( j \)-th row of the key matrix as the key-chain, which total has \( 2m \) keys. Here \( m \) denotes the number of keys in master key list of a node and \( m = \sqrt{N} = 10 \), \( t \) is the size of group in assumed network scenario, \( t = 100 \) as if we assumes one group for the hierarchical structure here. Here \( \lambda = 50 \) is the size of adversary coalitions.

Network Scenario B: Scheme L02 [16] inferred that if the pool size is ten times larger, for example, \( KP = 100,000 \), then the number of keys required is still only 250 for keeping as the same \( p = 0.5 \) as in Network Scenario A. The basic scheme is a key management technique that is scalable, flexible and can also be used for large networks. Then we can present another WSN scenario based on it. We enlarge the key pool size and the network nodes number. The available nodes number is enlarged to \( N = 1,000 \). Because of the same probability \( p = 0.5 \), we obtain that \( NP = 500, d = 500, t = 200 \) (five groups for the hierarchical structure) and \( m = 100 \).

C. Criteria for KMs analysis in WSN

For the given quantitative comparisons and distinct assumptions made by these KMs, it may not be always possible to give
strict quantitative comparison criteria due to distinct assumptions made by these key management solutions. However, the following criteria can be used to evaluate and compare these key management schemes in WSN [3].

- Scalability (S): Ability of a key management solution to handle an increase in the WSN size.
- Key connectivity (K): Probability that a pair or a group of sensor nodes can generate or find a common secret key to secure their communication.
- Resilience (R): Resistance of the WSN against node capture.
- Storage overhead (M): Amount of memory units required to store security credentials.
- Processing overhead (P): Amount of processing cycles required by each sensor node to generate or find a common secret key.
- Communication overhead (C): Amount and size of messages exchanged between a pair or a group of sensor nodes to generate or find a common secret key.

Among the criteria, communication overhead is the amount and size of messages which are exchanged between a pair and a group of sensor nodes to generate or find a common secret key. Processing overhead is the amount of processing cycles required by each sensor node to generate or find a common secret key. Consider the power consumption [21], we can see that processing overhead is base on the hardware choosing and is not the main power consumption for WSN. Thus, processing overhead is not taken into evaluation in our evaluation method.

IV. EXPERIMENTAL ANALYSIS

A. Enumeration of all permutations for the importance scale of preference on the 5 criteria

One kind important scale preference of the five criteria is set for case study of six alternative KMs in the subsection B of the section II. If we did all permutation of the preference of the five criteria’s importance scale, the number of cases are 120 in all. Under each case, there is different preference of the importance scale of each criterion.

For criterion S, K, R, M and C, there are different linear changes as increasing progressively or decreasing progressively by different unit cases. The different linear change and the different size of their unit cases maintain consistency with the experiments coding.

Under no affection of universality, we elaborate our all permutation by taking the preference importance scale of criterion scalability(S) as an example. Criterion S has the lowest preference in the first 25-case of the 120-case number (1-25 cases), the fourth preference in the second 25-case of the 120-case number (26-50 cases), the third preference in the third 25-case of the 120-case number (51-75 cases), the second preference in the fourth 25-case of the 120-case number (76-100 cases) and the highest preference in the last 20-case of the 120-case number (101-120 cases). The preference on S keeps in increase progressively as case number increasing by each unit-case. The last 20-case have the highest preference.

Its preference changing in each unit-case depends on the order of all criteria permutation.

From Fig. 3, scheme H03 and scheme L02 have the same values and their values are always higher than the other four schemes as the preference changing of S. As the preference important scale of S becomes higher as the case number increasing, both scheme H03 and L02 lose their advantage gradually. This result shows that these two schemes have no obvious advantage on scalability. In Fig. 3, we obtain 120-case of the optimum scheme under enumeration of all the permutations of preference important scale on the S. In other words, these 120-case optimum schemes can be selected based on the other four criteria K, R, M and C, respectively.

B. Comparison of the 6 alternative KMs

In this section, we synthesize the five criteria which are the integral requirement of the goal network scenario. We do all permutation of the five criteria for the same 6 alternative KMs (Scheme H03 [7], L02 [16], C92 [8], Z03 [17], M05 [18] and S02 [19]) which have been informed in section II. Two kinds of goal network scenarios: Network Scenario A and Network Scenario B are added not only for elaboration of all permutations but also for comparison among different scenarios. They are showed in Fig. 4.

From Fig. 4(a), the results show that L02 is better than Z03 and C92 in DWSN. S02 is better than Z03 and M05 in HWSN. The scores of KMs for DWSN are higher than KMs for HWSN. Especially, H03 scheme has higher score than other schemes except for L02 but never be the optimum one. Z03 scheme has most of the lowest score, but it has 4-type to be optimums. Fig. 4(a) shows the evaluation results of Network Scenario A while Fig. 4(b) shows Network Scenario B. There are some points and different points between Fig. 4(a) and Fig. 4(b).

- Same point 1: Scheme S02 takes most of the advantages under parameters 2 as shown in both Fig. 4(a) and Fig. 4(b). Scheme M05, C92, L02 and H03 don’t change obviously in both parameter settings.
- Same point 2: In Fig. 4(a), all KMs in DWSN and HWSN have similar value in the first 25-case while similar
The characteristics of the final optimum scheme.

A and get corresponding optimum scheme. Then we analysis the comparisons under the requirements of Network scenario into 3 groups according to the original orders. Firstly, we cannot be compared directly. We divide the left 18 schemes that, there are 18 schemes left, which have complex values and by the others from the integral parameter values visibly. After seven groups. In each group, some schemes can be omitted schemes. All schemes in that [2] shows 43 KMs in all, which covered almost current existed structures, as when scalability is not very important.

- Different point: We can see that scheme S02 does not keep the overwhelming advantage under the second group of parameters as under the first group. In other words, S02 scheme has more obvious advantage under small size network. The score of Z03 scheme reduces obviously under the second group of parameters compared to the first group.

C. Comparison among the 43 KMs

The Table 4 Evaluation of the solution in Camtepe et al. [2] shows 43 KMs in all, which covered almost current existed schemes. All schemes in that Table 4 have been divided into seven groups. In each group, some schemes can be omitted by the others from the integral parameter values visibly. After that, there are 18 schemes left, which have complex values and cannot be compared directly. We divide the left 18 schemes into 3 groups according to the original orders. Firstly, we do the comparisons under the requirements of Network scenario A and get corresponding optimum scheme. Then we analysis the characteristics of the final optimum scheme.

- Multi IOS [23] is the optimum scheme of first group: All pair-wise(naive scheme), Matrix key [25], Closest pair-wise [22], IOS [23], Multiple IOS [23], PIKE [24].
- BROSK [26] is the optimum scheme of second group: BROSK [26], Polynomial based [8], Grid-group deployment [27], Pair-wise key establishment [28], Combinatorial-symmetric [29] and Combinatorial-hybrid [29].
- $\mu$-TESLA extensions [31] is the optimum scheme of third group: Polynomial-non-interactive [8], HARPS [30], LEAP pair-wise [17], LEAP group-wise [17], Multi-tiered [19] and $\mu$-TESLA extensions [31].

After got results from the three groups, the final comparison is among Multi IOS [23], BROSK [26] and $\mu$-TESLA extensions [31]. The optimum scheme is the $\mu$-TESLA extensions scheme [31].

In this paper, we have presented performance analysis for key management scheme under assumed wireless sensor network scenario requirements. Our analysis is based on five criteria: scalability, key connectivity, resilience, storage overhead and communication overhead. We do all permutation of the five criteria for furthermore clarify. We first analyze the characteristics among six typical schemes. Furthermore, we do the analysis among almost all current existing schemes. Some interesting conclusions are presented during the analysis.

In Fig. 5, $\mu$-TESLA [31] scheme has an advantage over Multi IOS [23] and BROSK [26] in most cases. Because $\mu$-TESLA [31] extensions can provide low overhead, tolerance of message loss, scalability to large networks and resistance to replay attacks as well as some known DOS attacks. These characteristics support the requirements of Network scenario A. On the contrary, $\mu$-TESLA [31] will lose its advantages when both criteria $K$ and $R$ have not very high important scale. This character is also shown in Fig. 5 during the case number is in the near to 40, 80 and 100 respectively.

V. Conclusions

Fig. 4. Result of evaluation in 120-case under two kind parameters setting of WSN scenario

Fig. 5. Final evaluation result for optimum scheme selection among three KMs
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