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a b s t r a c t 

To enhance the performance of wireless communications in mobile ad hoc networks, existing methods fo- 

cus on tuning one certain wireless variable such as rate adaptation, or two variables together such as joint 

power-rate adaptation. However, field tests reveal that not only the single controllable variable but also 

their correlation affect the performance. Tuning them one-by-one and ignoring their correlation cannot 

achieve the optima. In this paper, we study the adaptation problem from a distributed control perspec- 

tive and present a general joint adaptation framework (JAF). Leveraging the multiple-input-multiple-out 

control model, JAF is scalable, which embraces all controllable variables as its inputs and target perfor- 

mance metrics as its outputs. Moreover, based on the closed-loop control theory, JAF adapts the optimal 

combination of variables through the feedback of the real-time measurements. Extensive simulations are 

conducted to evaluate the distributed JAF. As an example, every node using JAF jointly adapts its data rate 

and transmission power in our simulations. The simulation results demonstrate that JAF outperforms the 

existing methods by improving the throughput up to 13% and the packet delivery ratio up to 15% simul- 

taneously. 

© 2017 Elsevier B.V. All rights reserved. 
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1. Introduction 

A Mobile Ad hoc NETwork (MANET) [25] consists of multi-

ple mobile nodes. Through equipped wireless devices, these nodes

form a dynamic ad hoc network and share their data. MANETs are

promising and have been widely adopted in various real world

applications such as vehicular networks [11] and robotic net-

works [17] . With the support of MANETs, vehicles can avoid some

crashes by safety message and industrial robots can collaboratively

play the soccer. 

Lots of wireless protocols can be used in MANETs. For exam-

ple, vehicular networks utilize IEEE 802.11p based DSRC [1] , robotic

networks utilize 802.11g based WiFi, and wearable sensor net-

works utilize 802.15.4 based ZigBee. Although the protocols are

different, these applications have the same need including high

throughput and packet delivery ratio (PDR), to guarantee the qual-

ity of data sharing. In addition, the general wireless devices, even
∗ Corresponding author. 

E-mail addresses: linghe.kong@sjtu.edu.cn (L. Kong), The_Bright@sjtu.edu.cn 

(B. Wang), xi.chen11@mail.mcgill.ca (X. Chen), xueliu@cs.mcgill.ca (X. Liu), 

yanglet@sjtu.edu.cn (X.-Y. Liu), jiadiyu@sjtu.edu.cn (J. Yu), xue-gt@cs.sjtu.edu.cn (G. 

Xue), gchen@cs.sjtu.edu.cn (G. Chen). 

t  

a  

m  

w  

p  

n  

http://dx.doi.org/10.1016/j.neucom.2016.12.103 

0925-2312/© 2017 Elsevier B.V. All rights reserved. 
dopt different protocols, provide several controllable variables in-

luding transmission power, data rate, and etc. 

In order to enhance the wireless performance in dynamic envi-

onment, many effort s have contributed on the adaptation meth-

ds. Most existing methods focus on tuning a single variable. For

xample, transmission power control [10] , and data rate adapta-

ion [21] . Some other methods consider the joint adaptation of two

ariables. For example, joint power-rate adaptation [14] . Neverthe-

ess, field tests [1] reveal that every variable affects the perfor-

ance. Hence, optimizing any one or two variables cannot achieve

he optimal performance. In addition, existing adaptation meth-

ds cannot directly extend to multivariate adaptation well, because

ultiple variables have complex correlation and this correlation

s dynamic in MANETs. The study on jointly adapting all wireless

ariables is still blank in the literature. 

In this paper, we promote to study a general framework

or multivariate adaptation in MANETs using a new perspec-

ive: distributed and adaptive control [7,12] . Two useful concepts

re adopted. First, the multiple-input-multiple-out (MIMO) control

odel [16] is able to describe the complex correlation among all

ireless variables as inputs and all performance of interests as out-

uts. Second, the closed-loop control system can update the dy-

amic correlation through the feedback of real-time performance,
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Fig. 1. The wireless system in MANETs has multiple inputs and outputs. As an ex- 

ample, we consider the inputs including the transmission power and the data rate, 

meanwhile the outputs including the throughput and the PDR. 
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(  
nd thus the optimal control strategy can be decided according to

he correlation. Based on these two concepts, we propose a novel

oint adaptation framework (JAF), which adapts the optimal combi-

ation of multiple variables to enhance the performance. This gen-

ral framework is also scalable for more controllable variables and

erformance in future MANETs. 

Although the theoretical basis of JAF is the MIMO control

odel, the design of JAF is not a direct transplant of recent MIMO

ontrollers. In order to enable JAF, it is necessary to address the

articular challenges in MANETs. (i) The environment is highly dy-

amic. Hence, it is non-trivial to quickly capture the dynamic cor-

elation of variables using recent MIMO controllers. (ii) Wireless

ommunications in MANETs could adopt either broadcast or uni-

ast transmission manners. In a hybrid broadcast/unicast scenario,

t is difficult to measure the actual performance because there is

o information feedback in broadcast manner. 

To address these two challenges, we design two tailored tech-

iques for JAF. First, for acquiring the correlation of multiple vari-

bles, a combined design of one offline trainer and one online

rainer is proposed. The offline trainer provides an initial estima-

ion of the coarse correlation and the online trainer accurately

racks the subtle change of dynamic correlation within a negligible

uration. Second, to cope with the lack of coordination between

obile nodes, JAF utilizes the local measurements for approximat-

ng the performance of throughput and PDR. Based on the chan-

el reciprocity, the core idea of local measurements is to exploit

he receiver-side performance to estimate the transmission perfor-

ance. The receiver-side performance can be locally measured and

equire no acknowledgements from neighboring nodes. This tech-

ique also allows JAF to operate in a fully distributed fashion. 

Extensive simulations are conducted to evaluate JAF. A large

mount of distributed nodes are moving, computing, and transmit-

ing in a MANET. As an example, every node operating JAF jointly

dapts its data rate and the transmission power. Compared with

xisting methods, JAF significantly improves the wireless perfor-

ance, which increases the throughput up to 13% and the PDR up

o 15% simultaneously. 

The main contribution of this paper is two-fold. 

• To the best of our knowledge, this is the first work to state the

multivariate adaptation problem in MANETs. In addition, we re-

sort to the control theory concept to study this problem. 

• To enhance the wireless performance, we propose a novel and

general JAF. Leveraging the modern control theory, JAF is not

only scalable to all variables but also adaptive to the optimal

performance. The design of JAF takes the highly dynamic nature

and the hybrid communication manner into consideration. 

The remainder of this paper is organized as follows. In

ection 2 , we state the problem. In Section 3 , we build the basic

odel. We describe the design of JAF in Section 4 , and analyze its

eatures in Section 5 . In Section 6 , we evaluate JAF using extensive

imulations. In Section 7 , we review the related work. We conclude

his paper in Section 8 . 

. Problem statement 

In this section, we present the system description and the prob-

em statement. 

.1. System description 

We describe the system using the model as depicted in Fig. 1 .

he wireless system is the basic component of this model, includ-

ng the wireless radio device equipped on each mobile node and

he wireless channel for data transmission. All the other factors
onnecting with the wireless systems are classified into three cat-

gories: outputs, inputs, and noises. 

• Outputs: The outputs are the performance of interests. Since

he feasibility of most MANET applications relies on the efficient

nd reliable communications, we are interested in the performance

n efficiency and reliability, which is characterized by two ex-

ended metrics, throughput and packet delivery ratio (PDR). Some

ther outputs may include delivery delay. 

• Inputs: The inputs are the controllable variables in wire-

ess devices. The transmission power and the data rate are com-

on controllable variables offered by most wireless systems. Some

ther variables may include CW size and packet rate. It has been

emonstrated that every variable significantly affects the perfor-

ance [1,14,20] . In this work, we take the most common two vari-

bles into consideration. 

First, the transmission power decides the transmission range,

hich indirectly impacts the throughput and the PDR. For exam-

le, the transmission power of DSRC is 0–30 dBm. 

Second, the data rate is the number of bits transmitted per time

nit. When the link quality is good, a high data rate can improve

he throughput. When the link quality is poor, a low data rate is

eeded to guarantee the PDR. A wireless protocol provides several

ata rates. For example, there are eight alternative data rates in

02.11p based DSRC, which are {3, 4.5, 6, 9, 12, 18, 24, 27} Mbps. 

• Noises: The noises are the uncontrolled variables in MANETs.

hese variables also affect the wireless performance, but they do

ot under control, such as SINR, velocity, and electrical characters

f hardware. Furthermore, some noises cannot be directly mea-

ured, for example, the multi-path channel. 

.2. Multivariate adaptation problem 

We propose the multivariate adaptation (m-Ada) problem, which

ims to enhance the efficiency and the reliability of wireless com-

unications in MANETs through jointly adapting all possible vari-

bles. 

To address the m-Ada problem, the basic idea is to model the

orrelation between multiple inputs and outputs and then design

he control strategy based on the correlation. There are two chal-

enging issues in modeling the correlation: 

(i) The correlation is complex. In MANETs, the relationship be-

ween inputs and outputs is not a simple one-to-one mapping. The

orrelation also exists among multiple inputs. For example, when

he power is increased, the result of throughput is uncertain. On

ne hand, a higher power offers a better link quality for a higher

ate, which may increase the throughput. On the other hand, a

igher power also leads to a longer transmission range, which in-

reases the receiving probability of messages from irrelevant ve-

icles, and thus the throughput may be decreased. In existing

oint adaptation methods, the correlation between two inputs has

een explored. But these specific methods cannot extend to more

 > 2) inputs. In addition, the theoretical communication model can
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formulate the correlation if all variables are known. However, some

variables cannot be obtained in practical MANETs. 

(ii) The correlation is dynamic. The dynamic environment

contains a number of uncertainties. For example, field tests

in [1] show the highly variable fading phenomenon when vehi-

cles equipped with wireless devices move near I-75, I-275, and I-

696 freeway. The reason lies in the complex freeway junction ar-

chitectures such as a large number of overhead bridges, tunnels,

and sudden heavy vehicle traffic. This dynamic environment with

uncertainties severely affects the correlation between inputs and

outputs as noises. Hence, a conventional static correlation model

cannot satisfy the dynamic correlation. 

3. Problem model: a control theory perspective 

Before introducing the design of JAF, we formulate the wireless

system in MANETs as a Multi-Input Multi-Output (MIMO) model. 

In the wireless system, there are totally i different inputs. For

example, i = 2 inputs include transmission power u 1 and data

rate u 2 . They are collectively denoted by an input vector u (k ) =
[ u 1 (k ) u 2 (k )] T . In this vector, u ( k ) indicates the input values at the

k th time slot. Similarly, the output vector y (k ) = [ y 1 (k ) y 2 (k )] T is

used to describe the o = 2 outputs, where y 1 is the throughput

and y 2 is the PDR. Note that more inputs or outputs can be eas-

ily added by appending u i ( k ) or y o ( k ) into vectors. 

The mapping relationship from three inputs to two outputs is

described by a general MIMO model according to the adaptive con-

trol theory [9] : 

y (k ) = A 1 (k ) y (k − 1) + · · · + A n (k ) y (k − n ) 

+ B 0 (k ) u (k − 1) + · · · + B n −1 (k ) u (k − n ) 

+ e (k ) , 

(1)

where A j ( k ) and B i ( k ) are matrices of model parameters ( A j ∈ R 

o×o ,

B j ∈ R 

o×i , and 0 < j < n ), n is the order of the model, and e ( k ) is

an identically distributed vector with zero means ( e ∈ R 

o×1 ). More-

over, e is assumed to be independent with y, u, A and B . We use

e ( k ) to represent the noises. 

For simplicity of notation, we rewrite the MIMO model Eq.

(1) as: 

y (k + 1) = X (k ) φ(k ) + e (k + 1) , (2)

where 

X (k ) = [ B 0 , . . . , B n −1 A 1 , . . . , A n ] , (3)

φ(k ) = [ u 

T (k ) , . . . , u 

T (k − n + 1) 

y T (k ) , . . . , y T (k − n + 1)] T . (4)

In Eq. (3) , the matrix X ( k ) captures the correlation between inputs

as well as their impact on outputs. Leveraging the MIMO model in

Eq. (2) , we are able to capture both the correlation between three

inputs and two performance metrics. As we will show in the fol-

lowing sections, this MIMO model enables a joint control. 

4. Design of joint adaptation framework 

In this section, we present the design of joint adaptation frame-

work (JAF), which jointly controls multiple inputs by exploiting

their dynamic correlation in order to achieve the optimal perfor-

mance. 

4.1. Design overview 

The architecture of JAF design is depicted in Fig. 2 . This design

consists of four principal modules: 
The offline estimator determines the basic structure including

he order n and the initial correlation matrix ˆ X Init . Since every

ireless device may have different electrical characteristics, it is

ecessary to estimate the order tailored to every device instead

f adopting a unified value. In addition, an accurate estimation of

 and 

ˆ X Init requires plentiful measurements and long computing

ime. Hence, we design this offline module. 

The online estimator learns the real time input-output feedback

nd updates the estimated correlation 

ˆ X (k ) in the mobile environ-

ent. Compared with the random initial values, the initial ˆ X Init ob-

ained from the offline estimator can help to approximate the ac-

ual correlation X ( k ) more quickly. 

The adaptive controller provides the optimal combination of in-

uts. Using the dynamic correlation, the controller computes the

aximal throughput subject to the PDR requirement as an con-

trained multivariate optimization problem. Furthermore, we plug

 smooth mechanism in the adaptive controller in order to avoid

he large change of inputs. 

The local measurement is used to measure the real-time outputs

nd feed them back to the other modules. With this module, the

AF forms a closed loop system. 

The JAF design has three advantages: (i) it explores the implicit

orrelation between inputs and outputs benefiting from the MIMO

odel; (ii) it keeps pace with the dynamic environment with un-

ertainties leveraging the closed-loop control and the online esti-

ator; (iii) this general framework is able to extend to more inputs

r outputs. Next, we present the four modules in details. 

.2. Offline estimator design 

In order to determine the order n of a MIMO control model,

his offline estimator operates as the following steps. Firstly, use

he least squares (LS) method to estimate the correlation matrix

hen setting the order n = 1 , 2 , . . . , respectively. Secondly, compute

he average square error Z | n for every order n . Thirdly, determine n

rom Z | n according to F-criterion or AIC criterion [9] . The offline es-

imator can be operated by the manufacturer using historical data.

Denote X | n to be the correlation X when the order of the model

s n . Assume that we have L sets of measured inputs u ( k ) and cor-

esponding outputs y ( k ), where k = 1 , 2 , . . . , L and L > > n . Accord-

ng to the formation in Eq. (4) , these L measured results can form

(L − n + 1) different φ( k ), where k = n, n + 1 , . . . , L . Then, ˆ X | n can

e estimated using LS to approximate the actual X at every n by 

ˆ 
 | n = Y T �(�T �) −1 , (5)

here 

 = [ y (n ) y (n + 1) . . . y (L )] T , (6)

= [ φ(n ) φ(n + 1) . . . φ(L )] T . (7)

The estimation error ε between each pair of measured output

nd the estimated output is 

(k ) | n = y (k ) − ˆ y (k ) | n = y (k ) − ˆ X | n φ(k − 1) . (8)

hen, the average square error is 

| n = 

∑ L 
k = n (ε(k ) | n ) 2 
L − n + 1 

. (9)

The order n can be obtained from Z | n according to the standard

-criterion or AIC criterion, which can be coarsely considered to

elect the minimal n satisfying Z ′ | n = 0 . The order of a wireless

ystem is usually low. The empirical order is 2 obtained from our

imulations. 

After n is determined, the initial values of correlation 

ˆ X are also

etermined by ˆ X = 

ˆ X | n in Eq. (5) . 
Init 
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Fig. 2. Architecture of JAF. 
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.3. Online estimator design 

In a highly mobile environment, the online estimator is re-

uired to quickly update the dynamic X ( k ) at the time slot k . The

raditional LS method cannot satisfy the online requirement be-

ause it takes a long time to compute the large amount of mea-

urements φ. The recursive least squares (RLS) method [3] is more

uitable, because it is able to update ˆ X (k + 1) with only one mea-

urement φ( k ) and the estimated correlation 

ˆ X (k ) at last time slot.

Therefore, we adopt the RLS method to update the correlation

atrix in this module. Since RLS method has been well studied,

e do not repeat the derivation process. Leveraging the method

n [3] , the dynamic correlation 

ˆ X (k + 1) can be estimated by the

ollowing equations: 

ˆ 
 (k + 1) = 

ˆ X (k ) + 

ε(k + 1) φT (k ) P (k − 1) 

λ + φT (k ) P (k − 1) φ(k ) 
, (10) 

(k + 1) = y (k + 1) − ˆ X (k ) φ(k ) , (11) 

 (k ) = 

P (k − 1) 

λ
− P (k − 1) φ(k ) φT (k ) P (k − 1) 

λ(1 + φT (k ) P (k − 1) φ(k )) 
, 

(12) 

here ˆ X (k ) is the estimate of X ( k ), ε( k ) is the estimation error vec-

or, P ( k ) is the covariance matrix, and λ is the forgetting factor (0 <

≤ 1). A small λ gives exponentially less weight to older measure-

ents and more weight to current measurement, which is helpful

n a highly dynamic scenario. The empirical value of this forgetting

actor is λ = 0 . 9 proposed by [16] . 

The stability of RLS has been theoretically proved in [3] . We will

how the convergence of this design in the evaluation ( Section 6 ). 

.4. Adaptive controller design 

The adaptive controller aims to maximize the throughput with

he PDR requirement, where the PDR requirement is denoted by

 req . Hence, the objective function can be formulated as 

Maximize : E{ y 1 (k + 1) } , 
Subject to : E{ y 2 (k + 1) } � R req , 

u 1 (k ) ∈ U 1 , 

u 2 (k ) ∈ U 2 , (13) 

here E {.} is the expectation operator, U 1 is the set of alternative

ower levels and U 2 is the set of alternative data rates. The design

oal of Eq. (13) can be described as that the expected y 1 is steered

o the maximal throughput while subject to several constraints. In

articular, the expected PDR must be greater than or equal to the

equirement; the transmission power u 1 ( k ) and data rate u 2 ( k ) are

imited in their range. For example, u 1 ( k ) is from 0 dBm to 30 dBm

n IEEE 802.11p based DSRC. 
In accordance with Eq. (11) , we have 

{ y (k + 1) } = E{ ̂  X (k ) φ(k ) + ε(k + 1) } 
= E{ ̂  y (k + 1) } + E{ ε(k + 1) } 
= 

ˆ y (k + 1) , 

(14) 

here ˆ y (k + 1) = 

ˆ X (k ) φ(k ) is the estimate of y (k + 1) and the

xpectation of estimation error is E{ ε(k + 1) } = 0 by RLS the-

ry. Hence, E{ y 1 (k + 1) } = ˆ y 1 (k + 1) and E{ y 2 (k + 1) } = ˆ y 2 (k + 1) .

hen, Eq. (13) can be transformed to 

Maximize : ˆ y 1 (k + 1) , 

Subject to : ˆ y 2 (k + 1) � R req , 

u 1 (k ) ∈ U 1 , 

u 2 (k ) ∈ U 2 , 

ˆ y (k + 1) = 

ˆ X (k ) φ(k ) . (15) 

We find that Eq. (15) is a constrained multivariate optimization

roblem. In addition, each variable u 1 ( k ) or u 2 ( k ) has only finite al-

ernative values, so this function is convex. This typical optimiza-

ion problem can be easily solved by existing methods such as di-

ect search, gradient-based search, or quadratic programming. For

implicity, we adopt the direct search method to solve this opti-

ization problem Eq. (15) in our design. Then, we obtain the op-

imal output y opt (k + 1) and its corresponding optimal control law

 opt ( k ). 

If u opt ( k ) and u (k − 1) are close ( e.g. , the change of power less

han 2 levels), which means the change of input is not large,

e set the final control law ( i.e. , final setting of power and rate)

 

∗(k ) = u opt (k ) . Otherwise, the smooth control mechanism is trig-

ered, because the severe input oscillation will lead to uncertain

mpact on other nodes. And the smooth control mechanism can

educe such impact. 

The smooth control mechanism aims at minimizing the follow-

ng quadratic cost function 

 = E{|| W (y (k + 1) − y opt (k + 1)) || 2 
+ || Q(u (k ) − u (k − 1)) || 2 } , (16) 

here y opt ( k ) is the optimal outputs obtained from Eq. (15) , ||.|| is

he 2-norm operation, W is a positive-semidefinite weighting ma-

rix on the output errors and Q is a positive-definite weighting ma-

rix on the change of input settings. The weighting matrices W and

 are commonly chosen as diagonal matrices. Their relative magni-

ude provides a way to tradeoff the optimal output for better sta-

ility of the input control. Interested readers may refer to [9] for

etails on W and Q settings. 

The design goal of Eq. (16) can be described as that the sys-

em outputs approach to the theoretical optimum while penalizing

arge changes of inputs. 

In the following, we derive the smooth control law. First, we

efine 

˜ (k ) = [0 u 

T (k − 1) , . . . , u 

T (k − n + 1) 

y T (k ) , . . . , y T (k − n + 1)] . (17) 
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Fig. 3. JAF is designed as a middle MAC merged into current existing wireless pro- 

tocol stack. For example, in DSRC. 
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Substituting ˆ X (k ) and Eq. (17) into Eq. (16) , we have 

J = E{|| W ( ̂  X (k ) ̃  φ(k ) + 

ˆ B 0 u (k ) + ε(k + 1)) 

−y opt (k + 1)) || 2 } + || Q(u (k ) − u (k − 1)) || 2 
= || W ( ̂  X (k ) ̃  φ(k ) − y opt (k + 1)) || 2 + || W 

ˆ B 0 u (k ) || 2 
+2 u 

T (k ) ̂  B 

T 
0 W 

T W ( ̂  X (k ) ̃  φ(k ) − y opt (k + 1)) 

+ || Q u (k ) || 2 + || Q u (k − 1) || 2 
−2 u 

T (k − 1) Q 

T Qu (k ) + E || W ε(k + 1) || 2 . (18)

The cost function J is at its minimum where the following deriva-

tive is zero. 

∂ J 

∂u (k ) 
= 2(W 

ˆ B 0 ) 
T W ( ̂  X (k ) ̃  φ(k ) − y opt (k + 1)) 

+2(W 

ˆ B 0 ) 
T W 

ˆ B 0 u (k ) 

+2 Q 

T Qu (k ) − 2 Q 

T Qu (k − 1) 

= 0 . (19)

Solving Eq. (19) , we obtain the smooth control law u smo ( k ) 

u smo (k ) = 

(
(W 

ˆ B 0 ) 
T W 

ˆ B 0 + Q 

T Q 

)−1 ·
(
Q 

T Qu (k − 1) 

+(W 

ˆ B 0 ) 
T W (y opt (k + 1) − ˆ X (k ) ̃  φ(k )) 

)
(20)

as the final control law u ∗(k ) = u smo (k ) . Note that the smooth con-

trol mechanism does not violate the convergence to the optimal

output, but consume a longer convergence duration in exchange

for a more smooth change of inputs. 

4.5. Local measurement design 

It is non-trivial to acquire other nodes’ throughput and PDR be-

cause of the hybrid communication manner. In this module, the

measurements are defined for unicast and broadcast, respectively.

For the unicast manner, the values of both throughput and PDR can

be attached in the acknowledgement (ACK). Hence, a node could

acquire its neighbors’ performance directly from the ACK. On the

contrary, for the broadcast manner, there is no ACK mechanism.

This module measure y ( k ) by the average performance of all neigh-

bors. Based on the channel reciprocity, neighbors can have similar

transmission performance because every node operates the same

JAF. Thus, the core idea of local measurement is to utilize a node’s

own performance ˆ y (k ) to approximate the average performance of

its neighbors y ( k ). Note that a node can measure its performance

including throughput and PDR locally. 

5. JAF analysis 

In this section, we analyze the compatibility, complexity, and

stability of JAF design. 

5.1. Compatibility analysis 

The operation of JAF needs the throughput and PDR measure-

ments, which are computed using the physical layer information.

Moreover, the transmission power and data rate are also physi-

cal or MAC layer variables. Hence, JAF should be placed close to

the physical layer. Meanwhile, the position of JAF should be higher

than lower MAC layer because the data rate must be determined

before adding it into the header of MAC frame. Using 802.11p

based DSRC as an example, we set JAF as a middle MAC layer be-

tween the upper MAC layer of IEEE 1609.4 and the lower MAC

layer, which can merge into the existing DSRC protocol stack as

shown in Fig. 3 . In this way, the function of JAF can be enabled

and disabled on demand. And it does not conflict with any other

layers. In addition, JAF does not require any change of existing pro-

tocol stack, which shows it strong compatibility. 
.2. Time cost analysis 

In JAF, there are two online modules, the online estimator and

he adaptive controller, involve in the computing tasks. For prac-

ice, the time cost of these two modules are desired to be low.

therwise, a large time cost will decrease the throughput. 

With respect to the online estimator, the main task of RLS is

o solve ˆ X (k + 1) in Eq. (10) , whose complexity is owing to the

atrix multiplication. According to [8] , the complexity of P ( k ) is

etermined by P (k − 1) φ(k ) φT (k ) P (k − 1) , where the size of P (k −
) is (i + o) n × (i + o) n and φ( k ) is (i + o) n × 1 . Thus, P ( k ) is O((i +
) 4 n 4 ) ; Similarly, the complexity of ε(k + 1) is O(o(i + o) 2 n 2 ) ; And

he final complexity of the online estimator for ˆ X (k + 1) is O(o(i +
) 7 n 7 ) determined by ε(k + 1) φT (k ) P (k − 1) . Since all parameters

 = 2 , i = 2 , and n = 2 are very small, the time cost of the online

stimator is low. 

In regard to the adaptive controller, the main task is to ob-

ain the control law u ∗ according to Eq. (15) . Even using the in-

fficient direct search method, the computational complexity is

(� 1 � 2 � 3 o(i + o) 2 n 2 ) , where ϱ1 , ϱ2 , and ϱ3 are the number of al-

ernative power levels and data rates, respectively. In detail, the

earch space is ϱ1 ϱ2 ϱ3 including all combinations of three inputs.

nd for each combination, ˆ y (k + 1) = 

ˆ X (k ) φ(k ) needs to be com-

uted, whose complexity is O(o(i + o) 2 n 2 ) . e.g. , in DSRC, � 1 = 32 ,

 2 = 8 and � 3 = 9 , the time cost of adaptive controller is also low.

.3. Stability analysis 

The main components involved in stability of JAF include the

IMO model and the adaptive controller. (i) In this work, we ap-

roximate the wireless system in MANET as a linear MIMO model.

ii) The adaptive controller is a constrained multivariate optimiza-

ion function, in which one output y 1 is set as the optimization

bjective and another output y 2 is set as the constraint. So the op-

imal outputs can always be derived. Hence, JAF is a stable control

trategy. In addition, we evaluate the stability in simulations. 

. Performance evaluation 

To evaluate JAF in MANETs, we implement it on the ns-2 sim-

lation platform and perform extensive simulations in a vehicular

etwork, which is a typical MANET application. 

.1. Simulation settings 

The simulation settings are as follows: 

Highway Scenario . We conduct our simulations in a typical bi-

irectional highway scenario. The bi-directional highway is of 20 0 0

eters long and 30 meters wide with four lanes in each direc-

ion. In addition, there are two entries along each direction. One

ntrance is at the beginning of the highway, and the other is at

he 1-kilometer spot on the highway. Vehicles randomly enter the
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Fig. 4. Average throughput under different traffic densities. 
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Fig. 5. The CDF of average PDR when the node number is 100. 
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ighway through all four entries and drive with a speed limit of

00 kms per h. Upon arriving at the end of one direction, vehi-

les go off the highway and enter the highway again at the other

irection. The total number of vehicles varies from 20 to 300. The

raffic traces are generated by SUMO, which provides microscopic

ovement logs of vehicles. 

Vehicle Settings . Each vehicle is considered as a mobile node and

s equipped with a DSRC radio. For each node, the default trans-

ission data rate is set as 3 Mbps for maximizing the packet de-

ivery ratio. The other options of data rates are 6 Mbps, 12 Mbps

nd 24 Mbps. The default transmission power is set to 20 dBm.

ach vehicle can adjust its transmission power from 0 dBm to

0 dBm with a 2 dBm step. 

Communication Settings . Each node can either unicast or broad-

ast its messages. The generation periods of unicast messages and

roadcast messages are 0.1 s and 1 s, respectively. If a unicast

essage is generated, a node will randomly selects a neighboring

ode to transmit this message. The packet size is set to 500 bytes,

hich is a typical packet size used in industrial projects (e.g., Cali-

ornia Department of Transportation/Air Resources Board Modeling

rogram). 

Propagation Model . We employ the V2V channel model [6] in

ur ns-2 simulation platform. This model is established through

eld tests. It uses a two-slope function to capture the propagation

eatures of a vehicular scenario. 

Methods Studied . We comparatively study the following adapta-

ion methods in our simulations: 

• JAF: the joint adaptation framework we propose in this paper. It

jointly controls the transmission power and data rate according

to the local measurements of the throughput, PDR and environ-

ment parameters. 

• CARS [21] : a state-of-the-art data rate adaptation method tai-

lored for vehicular networks. In our evaluation, CARS exploits

environment measurements including the SINR value, velocity,

and density to select the optimal data rate. 

• FPC [10] : a feedback-based transmission power control method.

FPC aims to control the transmission range of each vehicle at a

proper value. To achieve this, FPC utilizes the feedback beacons

in broadcast packets as transmission power control references. 

• FPC+CARS: a sequential combination of FPC and CARS. It first

adjusts the transmission power based on FPC, then chooses the

data rate using CARS. 

.2. Performance results of throughput and PDR 

Fig. 4 shows how the throughput changes with the traffic den-

ity. As we can observe from the figure, the throughput first in-

reases with the traffic density and then reaches a saturated value.

his is because as more and more nodes appear in the commu-

ication range of a node, the amount of received packets start to
ncrease. However, there is an upper limit of throughput due to the

ireless collision. The results show that JAF can adapt to a chang-

ng environment much better than existing solutions. Compared to

ARS and FPC, JAF can significantly increase the throughput via ap-

lying joint control of all variables. In Fig. 4 , it is also worth noting

hat FPC+CARS yields a lower throughput than CARS. This result

ndicates that a poor design of sequential control for several vari-

bles one-by-one would obtain a worse performance than just one

ariable adaptation. This result further demonstrates that multiple

ariables are not independent from each other. Therefore, there ex-

sts a tradeoff between multiple variable. FPC+CARS ignores such a

radeoff, and even decreases the wireless performance with an in-

ppropriate combination of transmission power and data rate. In

ontrast, JAF utilizes a MIMO model, which implicitly correlates all

ariables. Hence, JAF is able to provide a better combination than

hat of FPC+CARS and CARS. 

Fig. 5 shows the cumulative distribution function (CDF) of each

ode’s average PDR, when the number of nodes is 100. In this

ase, the wireless channel is approaching the saturation point. It

s shown in Fig. 5 that JAF achieves the highest PDR. Compared

ith the second best method, JAF increases the worst-case PDR

y up to 15.2% (The corresponding improvement in throughput is

3.1%.). Considering the congested and nearly saturated channel,

his improvement is considerable. In Fig. 5 we can also find that

PC (which fixes its data rate as 3Mbps) yields the lowest PDR. This

uggests that the 3 Mbps data rate is not always the most reliable

ata rate. On the contrary, JAF and CARS adjust the data rates once

he channel becomes too congested for the data rate of 3 Mbps. As

 result, JAF and CARS outperforms FPC when the traffic density is

arge. 

.3. Selection of transmission power and data rate 

Then, we illustrate the insights of JAF by comparing the se-

ections of data rate and transmission power of different meth-

ds. Without loss of generality, we randomly choose a scenario, in

hich the number of nodes is 100. 

Fig. 6 presents the occurrence probability of each data rate, and

ig. 7 summarizes the occurrence probability of each transmission

ower. In this case, the channel is approaching a congested state.

o deal with this congested channel and reduce the collision prob-

bility, both JAF and CARS intend to use the data rate of 12 Mbps

s shown in Fig. 6 . CARS uses 12 Mbps in 77.0% of the cases. How-

ver, it cannot further improve the performance, as the SINR value

annot be further increased without transmission power control.

ue to the limited SINR, CARS falls back to 3 Mbps and 6 Mbps in

3% of the cases. Combining the finding that FPC+CARS performs

ven worse than CARS as shown in Figs. 4 and 5 , these observa-

ions further verify that an inappropriate joint control sometimes

arms the performance. In order to better support the data rate of
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Fig. 10. The stability of JAF. 
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12 Mbps, JAF employs high transmission powers more frequently

than other methods as shown in Fig. 7 . It applies the highest

transmission power 30 dBm in 51.4% of all the cases. Higher trans-

mission powers allow JAF to increase the SINR of the receivers.

Consequently, JAF is able to use the data rate of 12 Mbps in 94.4%

of the cases and fully exploit the advantage of this data rate. This

result suggests that a good combination enables JAF to further im-

prove the wireless performance in MANETs. 

6.4. Convergence of the online estimator 

We also evaluate the convergence of the online estimator of JAF.

Traffic conditions of individual nodes in the same MANET are dif-

ferent. For each one, its traffic condition also varies from time to

time. We randomly pick a node, and investigate the convergence of

its online estimator. Fig. 8 presents the estimated and actual values

of throughput. It shows that the estimation provided by the online

estimator can quickly converge to the actual value in only 2 up-

date periods. After that, the estimated value follows the change of

the actual value closely. We also have similar observations on the
stimation of PDR as shown in Fig. 9 . Therefore, we conclude that

he online estimator of JAF converges quickly. 

.5. Stability of JAF 

Stability is an important metric in control systems. To verify the

tability, we conduct a simulation that all nodes are randomly dis-

ributed and stationary in the area. In mobile scenario, since in-

uts keep changing according to the dynamics, the stability cannot

e recognized clearly. Thus, we simulate in such a stationary sce-

ario, which is a general snapshot of mobile scenario. The change

f throughput of one certain node is plotted in Fig. 10 . We can

ummarize that JAF is stable, which reaches a constant output af-

er 10s and is overlapped with the theoretical result. 

. Related work 

Adaptation methods have been extensively studied in wireless

ommunications. In this section, we only discuss the work that is

ost pertinent to ours. 

In stationary wireless networks, the classical power control

ethod PCMAP [18] samples several successive SNR values for op-

imal power estimation. Similarly, the classical rate selection meth-

ds ARF [15] , SampleRate [2] , and RRAA [24] decide their optimal

ata rates in a given time window by measuring the number of

uccessive packet losses, the average of per-packet transmission

imes, and the packet loss ratio, respectively. All these methods

perate based on a long window to sample measurements. There-

ore, they can work well in relative stationary networks, but cannot

eep pace with the quick changes in highly dynamic MANETs. 

In mobile networks, most adaptation methods take the mo-

ility into account. For example, LINT [19] adjusts the power for

opology control in mobile networks using the dynamic number of

eighbors. RBAR [13] selects the optimal rate by the receiver-based

NR measurements. Then, RAM [5] extends the receiver-based
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ate adaptation design with channel asymmetry in consideration.

oftRate [23] determines the best rate using the channel bit er-

or rate, which is estimated by the physical layer information.

-FPAV [22] focuses on the transmission fairness of safety-critical

nformation by a distributed power control method. FPC [10] uti-

izes feedback beacons to adapt the power level to a proper trans-

ission range. CARS [21] is a customized rate selection method for

ANETs, which leverages context information such as velocity and

istance to perform fast rate adaptation. DORA [4] works under

he noisy VANET channels for optimal rate selection. Nevertheless,

hese methods only focus on single variable’s adaptation, which to-

ally ignore the impact of multiple inputs and multiple outputs.

hus, they cannot attain the optimum in our problem. 

Only a few VANET works pay attention to joint control. For ex-

mple, Huang et al. [14] proposes the joint transmission probability

nd power control for accurate tracking. Rawat et al. [20] studies

he joint power and contention window size control for dissem-

nation performance. The joint control methods in these papers

re sequential combinations of multiple individual control meth-

ds. Therefore, they fail to capture the correlation between vari-

bles, and can only achieve suboptimal performance and reliability.

. Conclusion 

In MANETs, not only single variables but also their correlation

ignificantly affect the performance of wireless communications. To

nhance the performance, we present a general adaptation frame-

ork JAF, which considers the wireless system as an MIMO control

odel. Based on the MIMO model, JAF captures the dynamic cor-

elation between multiple inputs and outputs using an online es-

imator. Leveraging the estimated correlation, JAF then jointly ad-

usts the inputs to achieve the optimal outputs. Extensive simu-

ation results demonstrate that JAF significantly outperforms the

tate-of-the-art adaptation methods and their combination. 
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