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ABSTRACT

The fast-growing Internet of Things (IoT) and Artificial intelligence
(AI) applications mandate high-performance edge data analytics.
This requirement cannot be fully fulfilled by prior works that focus
on either small architectures (e.g., accelerators) or large infrastruc-
ture (e.g., cloud data centers). Sitting in between the edge and cloud,
there have been many server-level designs for augmenting edge
data processing. However, they often require specialized hardware
resources and lack scalability as well as agility.

Other than reinventing the wheel, we explore tapping into un-
derutilized network infrastructure in the incoming 5G era for aug-
menting edge data analytics. Specifically, we focus on efficiently
deploying edge data processing applications on Network Function
Virtualization (NFV) enabled commodity servers. In such a way,
we can benefit from the service flexibility of NFV while greatly
reducing the cost of many servers deployed in the edge network.
We perform extensive experiments to investigate the characteristics
of packet processing in a DPDK-based NFV platform and discover
the resource under-utilization issue when using the DPDK polling-
mode. Then, we propose a framework named EdgeMiner, which can
harvest the potentially idle cycles of the cores for data processing
purpose. Meanwhile, it can also guarantee the Quality of Service
(QoS) of both the Virtualized Network Functions (VNFs) and Edge
Data Processing (EDP) applications when they are co-running on
the same server.
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1 INTRODUCTION

Deploying data analytic applications and Al-enabled services near
the edge is becoming increasingly popular today since moving
stored or in-flight data to the cloud can be problematic. According
to Gartner, there will be over 20 billion IoT devices installed by 2020
[9], which will create large quantities of data needing to be analyzed.
Integrating domain-specific accelerators in end devices (e.g., smart
phones or video cameras) can boost Edge Data Processing (EDP),
but it is inadequate due to limited capacity and scalability. Faced
with a deluge of edge traffic, it is also critical to tap into auxiliary
edge systems for augmented EDP. Recently, many pioneer studies
have explored such hierarchical topology, including the Cloud-Fog-
Edge three-layer design [7, 38] or four-layer design [34].
However, there are no well-established architectures for the aug-
mented EDP landscape [25]. Even though various edge computing
solutions [5, 24, 32, 36, 37] have been explored over the years, they
typically assume certain specialized hardware such as smart gate-
ways, mini clusters, or network devices to process the raw data.
For example, XPro [36] proposes an energy-efficient architecture
for smart body sensing. ParaDrop [37] and Fog Computer [8] high-
light smart gateways for processing data stream near users. At the
server level, Cloudlet [32] uses virtualized local clusters to augment
mobile services and InSURE [24] leverages standalone clusters to
pre-process raw data onsite. Recently, Microsoft introduces Data
Box Edge/Gateway [5], which is a physical network appliance that
uses Al to analyze and transform data before it is uploaded to Azure.
The above systems improve different edge-oriented services for
sure, but they can be less cost-efficient and scalable. Oftentimes,
enormous mini data centers or fog computing nodes need to be
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physically deployed in a specific region. This unavoidably increases
capital expenses (Capex) and operational expenses (Opex). Worse,
due to the reliance on specialized hardware, one can hardly accom-
modate edge traffic surge or react to failure scenarios. Without
over-provisioning edge resources, one has to offload traffic to re-
mote data centers every now and then.

Moreover, since existing designs introduce various application-
specific platforms, it is difficult to coordinate diverse applications
across different vendors. While all of these systems may operate
under the same open standard in the future, currently there is no
universally accepted one. The edge computing space is therefore
somewhat fragmented. Many existing technologies only provide
a certain degree of functionality. For example, popular suites of
proprietary protocols including X10 [1], Z-Wave [2], and ZigBee
[4], all of which are incompatible with each other. Unless a single
specific kind of equipment is used, one has to find a way to share
device data with others.

This work is driven by the observation that currently there is not
a strong motivation for provisioning a wide spectrum of specialized
appliances for generic EDP tasks. Rather than exploring and re-
defining a new type of edge architecture, we propose to unleash the
performance and capacity potential on edge equipment already in
place. Specifically, in this paper we set out to explore leveraging the
under-utilized NFV servers at the edge to co-locate the emerging
edge computation workloads.

Our argument stands on the recent trend towards Network Func-
tion Virtualization (NFV) [10] with the aim of improving the net-
work’s manageability and reducing the capital expenditure. NFV
implements the network function (NF) (e.g., routing, detection, and
load balance, etc.) as software in virtual machines (VMs) or con-
tainers, which allows virtual NFs to be deployed on commodity
off-the-shelf (COTS) servers. On the other hand, being deployed
between the end devices and the data centers, these COTS servers
deployed with NFs are naturally formed as a mesh network of com-
puting nodes that can process or store data locally and push all
received data to a central cloud, as shown in Figure 1.

In fact, the European Telecommunications Standard Institute
(ETSI) advocates reusing existing NFV infrastructure and the man-
agement capability of NFV to the largest extent possible in the
edge computing era [16]. In recent years, NFV at the network edge
(e.g. virtualized Customer Premises Equipment, vCPE) is gaining in-
creasing attention. According to an IDC report [30], the worldwide
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market for NFV infrastructure at the network edge is expected to
grow from a base of $67.8 million in 2016 to $1.16 billion in 2021 at
a compound annual growth rate (CAGR) of 76.4%. Such increasing
yet under-utilized [40] computing infrastructure makes it attractive
for users who want more affordable, deploy-on-demand edge com-
puting power. Doing so also allows one to speed up the adoption
and delivery of our edge applications as well.

In this paper, we propose EdgeMiner, an augmented EDP frame-
work that enables NFV-ready COTS servers to efficiently host aug-
mented EDP applications such as the edge video encoding and
image processing applications. Towards this goal, we perform exten-
sive experiments to characterize the resource utilization of DPDK-
based NFV COTS servers. Intel DPDK [18] is designed to mitigate
the overheads of software packet processing by optimizing the
kernel network stack and allowing direct data access to bypass
the kernel. However, our characterization results show that, in
contrast to the core network scenario, DPDK-based NFV platform
has poor CPU utilization at the network edge with lower packet
receive/sending rate. Motivated by our observation, EdgeMiner
smartly mines the idle CPU resources of DPDK-based NFV plat-
forms without impairing the performance and capacity of VNFs. It
leverages batch processing and batch-interrupt to discover the idle
CPU resource of DPDK-based NFV platforms. We also propose a
Dynamic Search Core (DSC) algorithm to guarantee the QoS of EDP
applications. We evaluate our framework using the typical network
function and popular EDP applications such as image processing
and video encoding.

To the best of our knowledge, this work is first to provision EDP
applications on the flexible network infrastructures.

This paper makes the following key contributions:

e We conduct extensive experiments to measure the architec-
ture characteristic of a DPDK-based NFV platform under var-
ious configurations. We demonstrate the under-utilization
issue of servers.

We propose EdgeMiner, a light-weight edge processing frame-

work that allows VNFs and EDP tasks to co-locate on com-

modity servers. We design scheduling schemes that can guar-
antee the QoS of both types of applications.

e We evaluate EdgeMiner using typical network functions and
EDP applications such as x264 (a video encoding benchmark)
and vips (an image processing benchmark). We show that
EdgeMiner can save 13%-90% CPU utilization when there
are no EDP applications and guarantee the QoS of EDP ap-
plications when deploying them on the NFV platforms.

The rest of this paper is organized as follows. Section 2 provides
the background and further motivates our work. Section 3 character-
izes the packet processing behavior on DPDK-based NFV platforms
and investigates the capacity potential of the COTS servers. Section
4 proposes our EdgeMiner framework. Section 5 evaluates our de-
sign with representative applications. Section 6 introduces related
work and finally Section 7 concludes the paper.

2 BACKGROUND AND MOTIVATION

In this section we briefly introduce the essential concepts of NFV
and EDP. Our driving insight is that traditional DPDK-based NFV
platforms are generally underutilized in the edge; one can actually
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deploy EDP applications as a type of network function (NF) to
fully utilize the NFV servers. In such a way, we can provide edge
computing services with high cost-efficiency and service agility.

2.1 Network Function Virtualization

NFV proposes to move various network functions from hardware
"middleboxes" to software appliances in VMs or containers. Deploy-
ing virtualized network functions (VNF) as software on commod-
ity servers has many advantages such as reducing cost through
workload consolidation, simplifying resource management, and
fast deployment as so forth.

In order to achieve the line rate for packet processing, today’s
NFV-enabled server adopts several optimization strategies. Many
NFV platforms take advantage of the state-of-the-art I/O libraries
such as Intel DPDK [18], RP_Ring [28] and Netmap [31]. All the
above libraries reduce the performance overheads in the traditional
kernel network stack. In order to deeply study NFV platforms, in
this paper, we mainly focus on NFV platforms using DPDK for
high-performance packet I/O.

2.1.1  Packet Processing of DPDK. Intel DPDK packet I/O library
offers a set of primitives that allow users to create efficient user-
space NFs on x86 platforms, particularly for high-speed data plane
applications. DPDK mainly operates in a polling mode rather than
the traditional interrupt packet I/O, which can reduce the time
spent for packet traveling in the server. DPDK also uses huge pages
to pre-allocate large regions of memory, which can reduce the TLB
miss and packet transmission overhead. In this case, applications
perform DMA operations and access data directly from the NIC
without involving kernel processing and memory copy. Moreover,
some architectures can further use DDIO (Direct Data I/O) which
directly accesses data from NICs to LLC to reduce the latency of
memory access. Additionally, DPDK requires each VNF to occupy
one dedicated CPU core to avoid context switches. All of these
efforts are made to provide high-performance packet I/O operations
and a high-performance NFV system.

While DPDK achieves very high throughput with aggressive
optimization, it has sacrificed the efficiency of resource utilization.
When the packet transmission rate is low (e.g., below 10 Gigabits/s),
DPDK will suffer from rather poor CPU utilization due to its reliance
on busy polling. Additionally, since it pre-allocates large regions of
memory, it unnecessarily causes memory capacity waste when the
packet access rate is low.

2.1.2  Service Function Chaining. Network services often require
various NFs. A packet usually traverses a series of sequenced net-
work functions before the final application processes it, which is
called Service Function Chain (SFC). SFC implemented in NFV
platforms can easily scale and change its locations on demand.

EFSI standards [10] show that different NFs have significantly
different processing and performance requirements. Some NFs have
a high per-core throughput (Mpps), e.g., switches; and some have a
low throughput as a few kilo pps, e.g., encryption applications. In
this case, one NF in a service chain that drops packets will waste
vast amount of processing resources in earlier NFs of the chain.
The imbalanced computing capabilities cause resource waste, and
as the length of SFC increases, this situation will be worse.

2.2 Edge Data Processing on NFV Platforms

For traditional IoT systems, raw data generated from edge devices
is sent to applications deployed in the Cloud through the network.
There are several disadvantages of this Cloud-centric model: 1)
large latency overhead: a large amount of data movement through
the network will cause severe energy and latency overheads; 2) de-
ployment problems: it is impractical to connect all the edge devices
with the Cloud, and; 3) security and privacy issues: sending the
edge data to the Cloud may raise security and privacy issues.
Rather than constantly moving a huge amount of data to the
Cloud, recent years has witnessed a new trend towards edge-oriented
data processing. EDP is a natural extension with the evolution of
mobile base stations and the convergence of IT and telecommunica-
tions networking. Typically, EDP applications can be implemented
in a virtualized environment [16, 32]. In other words, the under-
lying platform that hosts EDP tasks and NFV workloads is quite
similar. EDP emphasizes data processing at the edge network, while
the NFV platform is focused on processing network packets. With
appropriate design and modification, one can actually deploy com-
putational edge services as network functions. It allows operators
to benefit as much as possible from their investment, by hosting
both VNFs and EDP applications on the same platform.
Nevertheless, it is important not to aggressively subscribe the
NFV-enabled servers as both EDP tasks and VNFs have QoS require-
ments. VNFs generally pursue high throughput and low latency
for packets processing. Similarly, EDP applications face very strict
deadline. Moreover, EDP applications are characterized by latency,
proximity and real-time running. Thus, intelligent orchestration of
computing and network resources is of paramount importance.

3 CHARACTERIZING NFV SERVERS

Traditional NFV platforms mainly focus on high performance but
overlook resource efficiency. In this section, we conduct extensive
experiments to investigate the resource utilization of a DPDK-based
platform in terms of CPU and memory utilization under different
configurations. The results of experiments show that there are lots
of underutilized resources, which motivate our design of co-running
EDP applications on network infrastructure.

3.1 Experiment Setup

3.1.1  Platform Configuration. Our physical platform configuration
is shown in Table 1. The server uses 4 Intel 1350 1Gigabit Ethernet
NICs associated with the single socket. The operating system is
Ubuntu Linux 16.04 and the version of DPDK is 17.08. All of our
experiments are based on openNetVM [42].

The platform architecture in our experiment is shown in Figure
2. When the system starts, a manager thread pre-allocates mem-
ory pools (rte_mempool_create) in Huge Pages to store incoming
packets. All threads are pinned to dedicated CPU cores in our ex-
periment. Next, we will introduce the flow of packet processing
in detail: When packets arrive in the system, the RX thread will
fetch the data from the NIC with zero copy (). Then the RX thread
will look up the flow table to decide which VNF is selected and
then send the packet to the corresponding VNF’s RX queue (8).
VNF1 reads packets from its RX queue and processes them using
user-defined functions (@). Then, all packets will be sent to VNF1’s
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Table 1: Platform configuration

Item Configuration

COTS System | Ubuntu 16.04, single socket

Intel Xeon E5-2620 v3@2.40GHz

6 physical cores (disabled HyperThreading)

Prosrsser 15MB L3 cache for the socket
64KB L1 cache,256KB L2 cache each core
Memor 32GB DDR4 total
y HugeSize=2MB and 1024 HugePage
NIC Intel 1350, 4 port each 1Gigabit
Az ©_Wakeup Thread |
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& © ©
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Figure 2: Packet processing on NFV platforms

TX queue. When the polling mode is used, CPU cores will be always
busy to wait and process packets while VNF1 is running (i.e. busy
polling). If the interrupt mode is used, the core pinned to VNF1
will be sleep when there is no incoming packets or other situations
(e.g., backpressure). The wake-up thread aims to monitor each NF’s
information and decide when to activate the VNF thread (®). The
TX thread polls to read packets from the NF1’s TX queue, and then
moves the packets into another NF’s RX (NF2 RX) or sends them
to the NIC based on the destination information of the packets ().
The packets processed by NF1 will be processed by NF2 (®). Thus,
the TX thread moves the packets from NF1 to NF2, and then NF2
processes the packets in the same manner as step @. After NF2 pro-
cesses the packets, the TX thread checks the packet’s destination
information and decides to move the packet out of the system (©).

3.1.2  Network Function Workloads. In our experiments, we choose
three typical NFs to explore resource utilization characteristics of
DPDK-based NFV platforms:

Forward: This network function is similar to the Ipv4/Ipvé
packet forwarding network function. After receiving packets, For-
ward reads the destination information of packets and then sends
packets to the next VNF.

DPI: Deep Packet Inspection (DPI) is an essential security ap-
proach in the network. It is applied in network applications includ-
ing network intrusion detection system (IDS) and Web application
firewalls. This network function can locate, identify, classify, reroute
and block packets.
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Table 2: Different VNFs computation cost

e Es L Forward DPI Aes_encrypt
64bytes 40cycles | 300cycles | 3.3K cycles
128bytes 40cycles | 330cycles | 9K cycles
256bytes 40cycles | 340cycles | 20K cycles
512bytes 40cycles | 360cycles | 43K cycles

1024bytes 40cycles | 370cycles | 88K cycles

AES_encryption/DES_encryption: This function aims to en-
crypt/decrypt UDP packets using specified encryption/decryption
algorithm, and then forward them to specific NFs. Since this func-
tion needs to encrypt the packet payload using the encryption
algorithm, it’s a computation-intensive function.

Table 2 shows the computation cost of processing one packet
under different packet sizes. Forward consumes only about 40 cy-
cles and the computation cost maintains although the packet size
increases due to its simple operation. DPI needs to read both the
header and payload of a packet and inspect packet for security. With
packet size increasing, its computation cost increases slightly. As
for AES_encrypt, it needs not only to read the header and payload of
a packet, but also to process the packet using a complex algorithm.
Thus, AES_encrypt consumes the most cycles to process a packet,
and the computation cost is highly correlated to the packet size.

3.1.3 Test Traffic. In this paper, we utilize a DPDK-based packet
generator to generate packets with different packet sizes and differ-
ent transmission rates. Since AES_encrypt can only process UDP
packets, all the experiments are based on UDP packets. We have 4
ports in our packet generator server, we can generate up to 4 Gb
network packets. The packet generator runs on a separate server
and connects to the test server directly.

3.2 VNF Memory Bandwidth

Since memory access is an important component when VNFs pro-
cess packets, it is necessary to study the characteristics of VNFs
memory utilization. We use events provided by Performance Moni-
tor Unit [6] to monitor the memory bandwidth. The resource mon-
itor distills crucial information for the system to make informed
decisions. We use libpfm4 library to translate human-readable per-
formance event names to machine-readable event code. The monitor
uses the perf event interface of Linux to access hardware perfor-
mance counters. The performance event name used in the mem-
ory bandwidth monitor is hswep_unc_imcX:UNC_M_CAS_COUNT.
This register counts the number of DRAM CAS commands recorded
at integrated memory controller (IMC) at CPU socket X. Addition-
ally, to obtain the peak memory bandwidth of our server, we utilize
the STREAM Benchmark [3] to measure the peak memory band-
width and we get 18.4GB/s.

As shown in Figure 3, we present the memory utilization of three
network functions with different packet sizes and different trans-
mission rates. For each VNF, the memory bandwidth usage grows
as the packet size and transmission rate increase. It is clear that the
memory bandwidth usage is very small in all the experiments, and
the highest memory bandwidth usage is only 4.7% of the server
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Figure 4: CPU utilization of on-demand interrupt

peak bandwidth usage from VNF Aes_encrypt with 1024 packet size
under 4Gb speed. In this case, we can consider that VNFs in our
experiments are not memory-bandwidth bounded. Thus, we will
study the characteristics of CPU utilization in detail and focus on
CPU utilization in our framework.

3.3 VNF CPU Utilization

In this subsection, we set up experiments to explore CPU utilization
of VNFs. Under the DPDK polling mode, NFs that are busy waiting
for packets waste lots of CPU resource in low-speed network. Thus,
an interrupt mode would be helpful for saving the resource, as is
done in NFV platforms such as Netmap [31] and ClickOS [27].

3.3.1 CPU Utilization of Single VNF. On-demand interrupt is used
in Netmap and ClickOS: if there is no packet in the VNF RX queue,
the NF Thread will enter sleep status and wait for the wakeup
semaphore specifically for it. In the meantime, the wakeup thread
monitors the VNF’s RX queue. Once the VNF’s RX queue is not
empty, the wakeup thread will send the semaphore to wake up the
VNF thread immediately.

Figure 4 shows the CPU utilization of different applications us-
ing this strategy. Since the polling mode of DPDK will be always
busy waiting and processing the packets, the CPU utilization of
the polling-only mode remains at 100%. The CPU utilization of
Aes_encrypt is also 100% in both polling and interrupt mode due to
its high computation cost. DPI and Forward reveal important CPU
resource-wasting information in DPDK-based platforms. As the
packet size grows, the CPU utilization of the NF decreases mainly

because the packet rate decreases and the NF has larger probability
to become the SLEEP status.

Considering that a VNF needs to switch between the SLEEP
and ACTIVE status in the interrupt mode, the context switch and
other extra system costs are inevitable. To obtain a detailed CPU
utilization breakdown of interrupt mode, we collect two kinds of
CPU utilization: User CPU, which is occupied by the user applica-
tion; and System CPU, which contains CPU time utilized by system
interrupts, context switches and other system operations. In this
part, we only explore the CPU utilization of Forward and DPI since
Aes_encrypt are always busy.

Figure 5 shows a breakdown of CPU utilization of VNFs in the
on-demand interrupt mode. Except for 64Bytes packet processing
in DPIJ, all the other results show that user-defined functions only
account for less than 50% total CPU cycles. When running Forward,
there is only at most 36% CPU utilization on user applications and
the others are wasted by system operations. Both results show
huge resource waste and with the packet size increasing, system
operation cost becomes more severe.

However, the wasted CPU utilization is beyond what we can see
in the above cases. Considering that when the packet size is 64 bytes,
the VNF will receive a packet every 1488 cycles with 2.4GHz fre-
quency. Note that Forward processes a packet with about 40 cycles.
Thus, CPU utilization for processing a packet is 40/1488 ~ 3%. Even
though this procedure contains other user-defined applications such
as reading packets from the RX queue and writing packets into the
TX queue, 3% and 82% have too large difference.

To handle the shortcoming of on-demand interrupt, we design
a batch interrupt to measure this system. The experiments are as
follows: when VNF’s RX queue is empty, the NF thread will enter
SLEEP status to save the CPU cycles. The Wakeup Thread monitors
VNF’s RX queue and if the size of the RX queue is larger than the
batch size, it will send the ACTIVE semaphore to the VNF Thread.

Figure 6 shows the CPU utilization in the batch interrupt mode.
Both Forward and DPI save a great amount of CPU utilization. In
addition to the total CPU utilization, we explore the breakdown
of CPU utilization in this batch situation as well. When it uses
batch interrupt manner, user CPU utilization will occupy a large
ratio in both VNFs. Even in the worst case, when the packet size
is 1024 bytes, the user CPU utilization will occupy 67% and 82% in
Forward and DPI respectively. In this case, using batch interrupt is
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a good way to save CPU utilization for energy-saving purpose or
data processing purpose.

To understand the relationship between batch size and CPU
utilization, we design a fine-grained experiment to measure CPU
utilization. In our experiment, we change the batch size from 1
to 100. As shown in Figure 7, as interrupt size increases, CPU
utilization of VNFs decreases. In our experiment, no experiment
drops any packets. In other words, it keeps a desired throughput
of VNFs. Our results show that smartly choosing the interrupt size
allows us to save more resources.

3.3.2 CPU Utilization in Service Function Chain. In the above sub-
sections, we have discussed the CPU utilization of single VNF in
DPDK-based NFV platforms with different configurations. In the
real world, network functions will be chained to process the packets
assigned by users. The CPU utilization of Service Function Chain
(SFC) is also an important design consideration. Due to the im-
balanced computation cost in SFC, the downstream VNF will be
overloaded and it will drop the packets which have been processed
in the upstream NF. The resources used by the upstream NF is
useless if the downstream NF has larger computation cost than
the upstream VNF[11]. Figure 8 shows such situation when wasted
work exists.

In order to avoid wasted work due to the imbalance of VNFs in
SFC, we design and implement a local backpressure algorithm as
shown in Figure 9. The Wakeup Thread checks the information
of the upstream VNF (Forward/DPI) Thread and the downstream
VNF (Aes_encrypt). Once the queue size of Aes_encrypt is larger
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than the maximum threshold, the Forward/DPI Thread will enter
SLEEP status, and if the queue size of Aes_encrypt is less than the
min threshold, the Wakeup Thread will immediately wake up the
Forward/DPI Thread and continue processing packets. In this way,
we can guarantee the throughput of the whole SFC and reduce CPU
utilization waste.

We test the CPU utilization of the first network function as
shown in Table 3. In this case, we can also see lots of CPU utilization
saved using backpressure.

All above experiments aim to show the characteristic of the CPU
utilization on DPDK-based NFV platforms. We mine those free CPU
cycles of servers running VNFs and we deploy EDP applications on
the NFV platforms to share the precious computing resource. In the
next section, we will discuss how EDP can be deployed in the NFV
platform with the QoS guarantee of both the VNF and the EDP.

4 DEPLOYING EDGE COMPUTING

Our characterization and evaluation results show that there are still
lots of resources wasted in traditional DPDK-based NFV platforms.
How to utilize those idle resources presents a great challenge. An
intuitive way to improve system utilization is to co-locate some
different applications on the same server [19]. Considering that
there are a growing amount of EDP applications (e.g., image pro-
cessing, video processing) actively looking for auxiliary computing
resource support at the edge, it would be highly profitable if we
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Table 3: Influence of backpressure

Polling Mode
Service | Drop
Rate | (Mpps)| Rate

Backpresure
Service | Drop | Forward | DPI
(Mpps) [ CPU | CPU

(Mpps) (Mpps) Util. Util
64B 1.488 0.688 0.87 0.07 9% 20%
128B 0.844 0.524 0.33 0.04 3% 7.6%

256B 0.453 0.313 0.142 0.012 1.5% 3.3%
512B 0.23 0.163 | 0.0668 | 0.008 0.7% 1.7%
1024B 0.12 0.0877 | 0.0323 | 0.003 0.3% 1%

<= Core with VNF <= Core with EDP
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Figure 10: Resource saving with core sharing

can smartly deploy them on NFV platforms. In this case, we can
jointly improve network infrastructure utilization and reduce edge
server requirement, as shown in Figure 10.

In this paper, we propose EdgeMiner, a resource harvesting strat-
egy for deploying EDP applications on flexible network infrastruc-
ture. Some prior works, which focus on the application co-location
in a data center, allow the latency-critical and batch applications to
share the memory system resources (e.g., Last Level Cache, DRAM
bandwidth) [26, 39]. However, very few studies focus on sharing
the CPU cores for edge computation augmentation. Prior work [19]
tries to enable the sharing of cores in a data center, but it mainly
emphasizes sharing-aware dynamic voltage and frequency scaling
(DVES). Different from prior arts, EdgeMiner is a simple but effec-
tive method that allows one to co-run packet processing tasks and
EDP applications on shared cores.

Co-running EDP applications and VNFs is non-trivial. Due to
the transmission latency, unfinished EDP applications cannot be
moved to the Cloud in the last minute. These tasks have to respect
a strict deadline and be well-managed. We cannot simply schedule
EDP applications only during the server’s idle period, since there
exists limited CPU slack lime that can be exploited on current NFV
platforms. Thus, we design a scheduling algorithm to guarantee
the QoS of EDP applications.

4.1 Overview of EdgeMiner

EdgeMiner can improve the CPU utilization of edge servers as
well as meeting the QoS of EDP applications. The overview of
EdgeMiner is shown as Figure 11. This framework mainly contains

three modules: EDP profiling, sharing initialization, and dynamic
tuning. Importantly, we use a metric called QoS Urgency (QU) to
evaluate the difficulty of achieving the QoS.
QU = acti{al rzfnt.ime (1)
time limit
As an EDP application approaches the deadline, its QU becomes
larger. In this case, it often becomes more difficult to meet the target
QoS due to limited time and greatly increased computing resource
requirement. In the following subsections, we will discuss the three
components in detail.

4.1.1 EDP Profiling. In this component, we characterize common
EDP applications and record their approximate runtime. Thus, we
can estimate the CPU cycles needed for processing incoming edge
applications, based on profiling results such as sizes of data. Addi-
tionally, each EDP application also has its certain QoS requirement
which we can consider it as the time limit. After profiling, we can
calculate the QU of each EDP application. This is the most important
factor to consider in the following steps.

4.1.2  Sharing Initialization. In this component, we decide how to
co-run the NFs and the EDP applications. In Figure 11, we can see
that different cores and different EDP applications are labeled by
different colors. The core color shown in the figure represents differ-
ent CPU utilization used by VNFs. Similarly, different color of EDP
applications means different QU value. In the initialization phase,
we sort the EDP applications by the QU and the CPU utilization of
the core. Afterwards, we co-run the least-QU EDP application with
the highest CPU utilization core; we also co-run the highest-QU
EDP application with the lowest CPU utilization core. If there exists
two EDP applications that have the same QU, we sort them based on
the time limit. If the number of EDP applications is larger than the
number of NFs, we will run the EDP applications on the idle core.
If the number of NFs is larger than the number of EDP applications,
there will be some cores only host VNFs. According to the above
co-running mechanism, VNFs that exhibit the lowest utilization
will occupy a single core without sharing. In this case, it will save
power due to the low CPU consumption.

4.1.3 Dynamic Tuning. The above co-running mechanism alone
may not meet EDP applications’ target QoS. In order to meet the
QoS requirement, we monitor the information of EDP applications
and check if EDP applications should move to the idle core or the
core which has more CPU resources. We called this mechanism as
Dynamic Search Core (DSC), as shown in Algorithm 1. It allows
EdgeMiner to efficiently tap into current NFV-ready servers.

5 EVALUATION

In this section, we firstly evaluate the performance of EDP applica-
tions when co-running with VNFs using batch-interrupt and the
backpressure algorithm. Secondly, we demonstrate the performance
of our DSC algorithm.

5.1 Workload

We have introduced VNFs and the DPDK-based platform in Section
3. Since we mainly focus on CPU utilization, we select CPU-bound
applications as our benchmarks. We choose two applications from
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Algorithm 1 Dynamic Search Core Algorithm

Definition:

Treaql : Time really elapsing
Ttarget : Longest time of Edge data processing
Tsingle : Runtime of EDP running in single core
Ttrans : Time to change core
Ratio; : Ratio of NF using the ith core

1: for EDP is running with corej do

& Get Treal

3. Find the CORESET whose Ratio < (1 — QU)

4. for corej € CORESET do
(1_Ru“0k)‘Ttarget_ single

& Tirans = Ratio;—Ratiog
6: if Ttrans > Treal then
7 Continue
8: else if Tirgns < Tyeq) then
9: remove corey out of CORESET
10: else
11: change EDP from corej to corey
12: end if
13:  end for
14: end for
Table 4: Edge processing workloads
Name Information Workload
vips | Image processing | Image w/ 18K * 18K pixels
X264 video encoding 30fps/640 * 360 pixels

PAR-SEC [35]. The detailed information of workloads is shown in
Table 4. Both the two workloads are popular in EDP applications:
vips is an image processing library and x264 is an application for
encoding video streams into the H.264 compression format.

5.2 Effectiveness of Batch Interrupt

We evaluate the impact of batch packet processing mechanism on
EDP applications performance. We run EDP applications on the core
that has used by VNFs and record the EDP application’s processing
time. Figure 12 shows the normalized processing time of different

co-running combination. As the figure shows, the batch interrupt
scheme can steeply degrade the EDP application’s processing time
compared with the on-demand interrupt mechanism. It is evident
that we can harvest more CPU resources on VNF-ready servers to
process EDP applications.

5.3 Effectiveness of Back Pressure Algorithm

As mentioned in section 3.3.2, local backpressure algorithm can
save CPU utilization in SFC without affecting the performance of
network services. In this experiment we use backpressure algo-
rithm to harvest CPU free cycles and measure the performance of
EDP applications. As shown in Figure 13, the normalized perfor-
mance degradation of co-located EDP applications is less than 15%.
Importantly, our results show that if we use the backpressure mech-
anism, it only slightly delays EDP applications when the packet
size is large (e.g., more than 256B). In other words, we may provide
high-performance processing of EDP applications depending on
the characteristics of the network packets.

5.4 QoS of Edge Data Processing

Although batch interrupt and backpressure schemes provide a way
to exploit free computing resources, they still cannot provide satis-
factory QoS guarantee. To ensure better QoS of EDP applications,
it is important to carefully schedule computing resources. We use
the 90% QoS policy (the QoS target performance is 90% of solo
performance) to evaluate our DSC algorithm. According to the 90%
QoS policy, if the run-time degradation is less than 1.11x, there will
be no impact on the QoS.

For the above experiment, when the EDP applications (both the
x264 and vips) co-run with Forward, all the degradation of EDP
applications are less than 1.11x (the most is 1.08 when the packet
size is 64 and Forward co-runs with x264). In this case, using the
batch packet processing, we can guarantee the QoS of certain EDP
applications even without extra compensation. Moreover, we test
the 95% QoS policy as well. The results are shown in Figure 14.
From Figure 14, we can see that the DSC can achieve the QoS of
the EDP applications (both 90% QoS policy and 95% QoS policy).
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6 RELATED WORK

In this section, we discuss representative prior studies in different
domains that are most relevant to our work.

6.1 High-Performance NFV System

Many prior works aim to provide high-performance and flexible
platforms for NFV. Prior works [23, 29] enhance the individual
NF performance to speed up the NFV’s performance; Some works
[17, 27, 42] focus on the packet delivery between different NFs
to reduce the performance degradation; In works [14, 20], they
employ heterogeneous platforms such as GPU to accelerate the
packet processing. There are also some works use the characteristic
of computer architecture to accelerate the packet processing such as

threading scheduling [13] and reducing cache miss [15]. All of prior
works focus on high performance of packet processing to meet the
network line rate. They lack considering the resource utilization.
Except for these NFV acceleration techniques, the NFVnice [21]
and Flurries [41] benefit from running multiple NFs in a single core
to increase the core utilization and make the NFV system more
flexible. These works are orthogonal to our work and we mainly
focus on the edge server to deploy EDP applications in the core
used by the NF to increase the core utilization.

6.2 Edge Data Processing

To reduce the latency, there is a trend to process data on the edge
devices close to the users. Li et al. [24] develop a sustainable in-situ
server system to pre-process the raw data near where the data is
located. However, this work mainly focuses on the energy manage-
ment in the in-situ data center. Lane et al. [22] use a static model to
perform deep learning recognition on IoT devices; Song et al. [33]
represent an autonomous and incremental computing framework
and architecture for deep learning based IoT applications. All the
above work mainly focuses on how to process the edge data in a
high-performance or sustainable way. However, they don’t consider
how to deploy EDP applications in the existed systems such as the
NFV-Ready servers.

6.3 Improving Utilization of Data Processing

There have been many prior works on improving the QoS of latency-
critical applications [26, 39]. These works leverage different mech-
anisms to make the latency-critical applications co-located with a
batch job on the same server to improve the resource utilization.
It is critical to guarantee the QoS of the latency-critical applica-
tions at the same time. Bubble-Up [26] and Bubble-Flux [39] bound
performance degradation while improving chip multiprocessor uti-
lization. Additionally, HOPE [12] exploits management workloads
scheduling and applies graph-based task allocation to improve com-
putation and reduce energy consumption. However, all these works
mainly focus on the interference between the latency-critical tasks
and batch jobs or performance improving of tasks in a data center.
Our work concentrates on the edge computing scenario and the
co-running of VNFs and EDP applications.
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7 CONCLUSION

The rapid growth of IoT applications places demand on innovative
data processing infrastructure that are responsive, efficient, and
scalable. In this paper, we study the CPU utilization characteris-
tics of DPDK-based NFV platforms in detail to demonstrate the
underutilization issue of servers in edge network. We show that
one can effectively harvest 13%-90% free CPU resources on DPDK-
based platforms with batch interrupt mechanism and backpressure
algorithm. Using the saved resources, we propose EdgeMiner, a
light-weight edge processing framework that allows VNFs and EDP
tasks to co-run on commodity servers. We also devise scheduling
schemes that can guarantee the QoS of both types of applications.
The proposed design, which expands the breadth and impact of to-
day’s network infrastructure, has the potential to greatly contribute
to building a more connected, smarter world.
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