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Abstract—List data is an important source of structured data on the web. This paper is concerned with “top-k list” pages, which are web pages that describe a list of \( k \) instances of a particular topic or concept. Examples include “the 10 tallest persons in the world” and “the 50 hits of 2010 you don’t want to miss”. We present an efficient algorithm that extracts the target lists with high accuracy even when the input pages contain other non-target lists of the same size or errors. The extraction of such lists can help enrich existing knowledge bases about general concepts, or act as a preprocessing step to produce facts for a fact answering engine.

I. INTRODUCTION

The worldwide web is by far the largest source of information today. Much of that information contains structured data such as tables and lists which are very valuable for knowledge discovery and data mining. This structured data is valuable not only because of the relational values it contains, but also because it is relatively easier to unlock information from data with some regular patterns than free text which makes up most of the web content. However, when encoded in HTML, structured data becomes semi-structured. And because HTML is designed for rendering in a browser, different HTML code segments can give the same visual effect at least to the human eye. As a result, HTML coding is much less stringent than XML, and inconsistencies and errors are abundant in HTML documents. All these pose significant challenges in the extraction of structured data from the web [1].

In this demo, we focus on list data in web pages. In particular, we are interested in extracting from a kind of web pages which present a list of \( k \) instances of a topic or a concept. Examples of such topic include “20 Most Influential Scientists Alive Today”, “Ten Hollywood Classics You Shouldn’t Miss”, “50 Tallest Persons in the World”. Figure 1.(a) shows a snapshot of one such web page [2].

Informally, our problem is: given a web page with a title that contains a integer number \( k \) (Figure 1.(b)), check whether the page contains a list of \( k \) items as its main content, and if it does, extract these \( k \) items. We call such lists top-\( k \) lists and pages that contain the entirety of a top-\( k \) list top-\( k \) pages. There are also lists that span multiple pages but are connected by hyperlinked “Next” button, but these are not considered in this work. A typical scenario we consider, like the one in Figure 1, is that each list item is more than an instance of the topic in the title, but instead contain additional information such as a textual description and images, like in Figure 1.(c). Our objective is to extract the actual instance whenever possible, but in the worst case, produce list items that at least contain the wanted instances.

The work described in this work is an important step in our bigger effort of building an effective fact answer engine [3]. With such an engine, we can answer queries such as “Who are the 10 tallest persons in the world”, or “What are 50 best-selling books in 2010” directly, instead of referring the users to a set of ranked pages like all search engines do today. Because of the special relation between the page title and the main list contained in the page, the semantics of the list items are more specific and hence it’s much easier for us to integrate the extracted lists into a general knowledge base that empowers the fact answer engine.

There were many previous attempts to extract lists or tables from the web. None of them targets the top-\( k \) list extraction that is studied in this work. In fact, most of the methods are based on either very specific list-related tags [4], [5] such as \texttt{<ul>}, \texttt{<li>} and \texttt{<table>} or the similarity between DOM trees [6], [7] and completely ignore the visual aspect of HTML documents. These approaches are likely to be brittle because of the dynamic and inconsistent nature of web pages. More recently several groups have attempted to leverage visual information in HTML in information extraction. Most notably, Ventex [8] and HyLiEn [9] are designed to correlate the rendered visual model or features with the corresponding DOM structure and achieved remarkable improvements in performance. However, these techniques indiscriminatingly extract all elements of all lists or tables from a web page, therefore the objective is different from that of this work which is to extract one specific list from a page while purging all other lists (e.g. (d) and (e) in Figure 1) as noise. The latter poses different challenges such as distinguishing ambiguous list boundaries and identifying noise and unwanted lists.

The main approach of this work goes along the line of analyzing similar tag paths in the DOM tree with the help of visual features to identify the main list in a page. The key contributions of this demo are:

- We defined a novel top-\( k \) list extract problem which is useful in knowledge discovery and fact answering;
- We designed an unsupervised general-purpose algorithm along with a number of key optimizations that is capable
of extracting top-k lists from any web pages (in Section II);

- Our evaluation shows that our algorithm scales with the data size and achieves significantly better accuracy than competing methods (in Section III).

II. OUR APPROACH

We first make some preliminary definitions. An HTML Document Object Model (DOM) is a tree structure whose nodes are HTML elements identifiable by HTML tags and associated attributes. A tag path is a path from the root to an arbitrary node in the DOM tree. A top-k list item, or list item in short, is a segment of HTML page which represents a unique item in the top-k list of a top-k page. A list item can contain multiple item components such as a title (which is often the name of an entity), some descriptive text or an image.

Our basic algorithm runs in four steps. First, we compute the tag path for every node in the DOM tree of the input page. Second, we group nodes with an identical tag path into one equivalence class, and we select those equivalence classes which have exactly k members as our candidate classes. In effect, an equivalence class represents a list of item components. Third, for each of these candidate classes, we employ an GrowUp operation to merge some of the equivalence classes together, which essentially form a number of candidate lists. Now the item components that belong to the same list item are grouped together. Finally, we rank the candidate list by their importance to the page, and return the top ranking list as the result. If there doesn’t exist any candidate list, then this input page is not a top-k page.

The basic algorithm solves most but not all top-k list extraction problems. To improve the result quality and the performance, we further introduce four optimization heuristics.

1) Visual Area. In the basic algorithm, the relative importance of a candidate list to the whole page is calculated as number of text characters in the list against the total number of text characters. This doesn’t work when the list contains large non-text areas such as white space or images, or the list uses large fonts. As an enhancement, we try to estimate the total visual area of the candidate list versus the total area of the page. This can be done by calculating the combination of image sizes, font sizes and potential white spaces.

2) Interleaving Lists. For aesthetic reasons, a top-l list may have an “interleaving pattern”, where list items have alternate visual styles such as background colors or fonts. In the basic algorithm, this kind of list may be treated as two lists of size k/2 and removed mistakenly. We include a special heuristic to detect such interleaving patterns and reconstruct the whole list from two smaller candidate lists.

3) k + 1 Problem. Some top-k pages have a top-k list with an additional header or footer that looks almost exactly the same and has the same tag path as the real list items. The basic algorithm cannot distinguish between the real items and this “fake” item. There is a similar k – 1 problem where the first or the last item of the real
top-\(k\) list has a slightly different style and is excluded from the equivalence class. We pay special attention to equivalence classes of size \(k + 1\) and \(k - 1\) and try to identify these boundary cases by comparing the subtree of the items or analyzing the text content.

4) **Item Title Extraction.** From our observation of many top-\(k\) pages from different domain, we generalized a number of rules for identifying the title entities in a top-\(k\) list. For example, titles are often placed before other item components, and often occupy a single line in the rendered display with stylized fonts.

### III. EXPERIMENTAL RESULTS

#### A. Experimental Setup

In order to evaluate our extraction system automatically, we first design the benchmark dataset. Test cases in benchmark are collected from the whole Internet. Our goal is to extract list items from the whole Internet and not to extract list items from particular websites.

In collection phrase, we use a paradigm-superlative Number Object- which indicates the web page contains a list of \(N\) items in the same topic. We first google an instance of the paradigm such as Best 10 Players, then we collect the search result using a heuristics. By using different instances of the paradigm, we collect 100 web pages from different websites and domains.

After collection, we label the cached web pages. For each web page, we label the first item of data record list which we want to extract.

Finally we generate two benchmarks \(B_1\) and \(B_2\) which have 92 pages and 96 pages respectively. And there are no overlapping between them.

In order to compare with MDR[6] system, we generate another benchmark \(B_3\) from the testbed[10] which is used in Gengxin Miao’s paper[7]. The testbed is designed for information extraction from the deep Web, which has 253 Web pages from 51 web sites randomly with search forms. We randomly choose 142 pages from 29 web sites to form \(B_3\). Since our system needs to know the list item number \(k\) of the page, we manually assign the list number \(k\) for each page in the benchmark. Also we label the first item of data record list of each page.

Our experiments were carried out on a Core (TM) 2 computer with a 2GHz Duo CPU and 3GB of RAM.

#### B. Effect of Optimizations

Given a page \(p\) for evaluation, we have the extracted list items \(S_l\). If one of the items in \(S_l\) contains our manually added label, then we consider this page is extracted correctly.

Here we use precision and recall as the evaluation metrics for our system’s accuracy test. The precision \(P\) and recall \(R\) are defined straightforwardly as follows:

\[
P = \frac{|\text{correctly extracted pages}|}{|\text{pages with returned list items}|} \quad (1)
\]

\[
R = \frac{|\text{correctly extracted pages}|}{|\text{number of testcases in benchmark}|} \quad (2)
\]

We compare the performance of two versions of our system, the basic and the optimized. The result of the experiment is shown in Figure 2 and the average accuracy statistics are shown in Table I.

![Fig. 2. Precision and Recall for Each Benchmark](image)

The result indicates that the optimizations can remarkably improve the performance, especially of the recall score. Thus, the accuracy our final system is satisfying and sufficient for solving our problem.

We also record the average running time for each step to test efficiency, which is listed in Table II. The data shows the high efficiency of our system, the algorithm and optimization only take up about one third of total running time. Besides, the optimized system has a shorter running time than the basic one, which indicates those optimizations won’t harm the efficiency of the whole system.

Also, we conduct a scaling test of file size, which is shown in Figure 3. The test set are 120 pages with proper size from \(B_1\) and \(B_2\). The result shows a certain positive correlation between file size and running time.

#### C. Peer Comparison

When comparing with MDR, we would like to introduce the evaluation metrics used in Miao’s work[7]. The meaning of precision and recall is a little different which is defined as \(P^*\) and \(R^*\). The ground truth are all the list items of a Web site, true positives are the list items correctly extracted.
and false positives are the list items that incorrectly included in the same list with true positives. For the case that both false and true positives equal to 0, we define $P^*$ to be zero.

\[
P^* = \frac{\text{true positives}}{\text{true positives} + \text{false positives}}
\]

\[
R^* = \frac{\text{true positive}}{\text{ground truth}}
\]

The result of the comparison is listed in Table III, which shows that our system has an obviously higher precision and recall than MDR system in B3. Furthermore, efficiency of the Optimized System is better since the average time is much shorter than MDR. The experimental result of MDR is very close to that in Miao’s work\cite{7} ($P^* = 59.8\%$ and $R^* = 61.8\%$), which infers the validity of the experiment.

We also tried to test MDR with $B1$ and $B2$. However, for more than half of the pages we test, it takes more than 1 minute to give result. Even if we omit those pages, the precision $P$ and recall $R$ are still very low($< 15\%$), which can not form any sensible comparison. As a result, MDR system is not suitable for solving our problem.

### IV. Demonstration Setup

At the heart of our demonstration is a web-based Top-$k$ list extraction user interface. A screenshot of this interface is shown in Figure 4. On this site, user can pick any of the pre-installed benchmark data set, and execute our extraction algorithm on the set. User can examine the original page and the extracted output side-by-side. They can also tune the behavior of the system by enabling or disabling various optimization and check the outcome. The demo page also provides option to run other algorithms such as Web tables, MDR or Ventex on the same data set. In addition to pre-installed data, user can optionally type in any URL and a number $k$. The system will retrieve the page in real time and attempt to extract the top-$k$ list from it, or declare failure if it doesn’t exist.
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