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ABSTRACT

Increasingly, more spectrum bands are utilized for unlicensed
use in wireless cognitive networks. It is important to study
how information-theoretic secrecy capacity is affected in large-
scale cognitive networks. We consider two scenarios: (1)
non-colluding case, where eavesdroppers decode messages
individually. In this case, we propose a new secure proto-
col model to analyze the transmission opportunities of sec-
ondary nodes. We show that the secrecy capacity of the
primary network is not affected, while the secondary net-
work can achieve the same performance as a standalone
network in the order sense. Since our analysis is general
as we only make a few relaxed assumptions on both net-
works, the conclusions hold when both networks are clas-
sic static networks, networks with i.i.d mobility, multicast
networks etc. (2) colluding case where eavesdroppers can
collude to decode a message. In that case, we show that
the lower bound of per-node secrecy capacity of the pri-

mary network is Ω( 1√
n
φ
− 2

α−1
e (n)) when the eavesdropper

density is φe(n) = Ω(log2 n). Interestingly the existence of
secondary nodes increases the secrecy capacity of the pri-
mary network.

Categories and Subject Descriptors

C.2.1 [Computer-Communication Networks]: Network
Architecture and Design—Wireless Communications

Keywords

Secrecy Capacity, Cognitive Network, Scaling Law, Collud-
ing Eavesdroppers

1. INTRODUCTION
The fundamental scaling laws in ad hoc networks have

been extensively studied since the seminal work of Gupta
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and Kumar [1]. They showed that for a network with n static
nodes randomly located in a unit area, the per-node capacity
is lower bounded by Ω(1/

√
n log n) and upper bounded by

O(1/
√
n). This gap is later closed by Franceschetti et al.

[2] using percolation theory. Later on, Grossglauser and Tse
[3] further found capacity performance can be significantly
improved when nodes are mobile. They showed the mobile
network can achieve a per-node capacity of Θ(1) under the 2-
hop relay algorithm. However, the significant improvement
of capacity is achieved at the expense of a large delay, which
is Θ(n) as proved by Neely et al. [4]. Since then, there have
been numerous related works, which cover a wide variety of
ad hoc networks with different features, such as multicast
networks [5], [6] and hierarchically cooperative networks [7].

As the broadcast nature of the wireless medium allows
eavesdroppers and attackers to intercept information trans-
mission and can also degrade transmission quality, the secu-
rity of wireless ad hoc networks has attracted considerable
attention recently. In wireless ad hoc networks, the lack
of infrastructure makes the key distribution and manage-
ment required for traditional symmetric-key cryptographic
approaches difficult; energy and computational ability lim-
itations at terminals prohibit the use of asymmetric cryptog-
raphy. As such, most previous works focus on the information-
theoretic security, where eavesdroppers are assumed to have
infinite computational power. In the analysis of information-
theoretic security, the objective is to keep eavesdroppers
from getting enough information. Vasudevan et al. [8] stud-
ied the secrecy-capacity tradeoff in large-scale wireless net-
works and introduced helpers around transmitters to gen-
erate noises to suppress the SINR at eavesdroppers. Koy-
luoglu et al. [9] showed that if the eavesdropper density
is o(1/(log n)2) in extended networks, then the secrecy rate
scales as 1/

√
n. Capar et al. [10] proposed a new secrecy

communication scheme, which can tolerate o(n/ log n) eaves-
droppers, without affecting the network throughput. Zhang
et al. [11] let the receivers generate artificial noises in order
to degrade the SINR at eavesdroppers, and studied the im-
pacts of secrecy constraints on the capacity scaling in static
networks.

The aforementioned related work mainly focused on the
secrecy capacity and delay scaling for a single network. In
recent years, the lack of radio resource has led to the de-
velopment of cognitive radio technology. Coexistent with
licensed primary users, cognitive (secondary) users need to
sense their spectral environment to opportunistically access
the spectrum without harming the performance of primary
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users. Jeon et al. [12] showed that the static primary net-
work and secondary network can simultaneously achieve the
same capacity as stand-alone networks. Yin et al. [13] de-
veloped similar results for delay-throughput tradeoff. Huang
et al. [14] characterized the general conditions for cognitive
networks to achieve the same throughput and delay scaling
as stand-alone networks. Tan et al. [16] propose a optimi-
sation algorithm to the spectrum management in multiuser
wireless cognitive networks

Degradation in secrecy capacity is mainly caused by those
eavesdroppers that are least affected by the artificial noise
from receivers [11]. In cognitive networks, secondary users
that are least affected by the interference from primary users
get transmission opportunities, which can help to suppress
the channel qualities of the eavesdroppers. Therefore, we
study in depth the secrecy capacity and delay scaling in
cognitive networks.

The main contributions of this paper are summarized as
follows.

• In the non-colluding case, we propose a new secure pro-
tocol model to analyze the transmission opportunities of
the secondary network. We give sufficient conditions un-
der which the secondary network can achieve the same or-
der secrecy performance as a standalone network without
degrading the secrecy capacity of the primary network.

• In the non-colluding case, our results are derived without
requiring specific constraints on the traffic patterns and the
mobility models of primary and secondary networks. Thus,
we can apply our results to general cognitive networks, such
as classic static networks, networks with i.i.d mobility, mul-
ticast networks etc.

• In the colluding case, we prove that introducing the sec-
ondary nodes into the network increases the secrecy capacity
of the primary network. We show that the lower bound of

the secrecy capacity is Ω( 1√
n
φ
− 2

α−1
e (n)).

The rest of this paper is organized as follows. In Section 2,
we introduce the system model. In Section 3 and 4, we give
asymptotic analysis on secrecy capacity in the non-colluding
case and colluding case, respectively. Finally, we conclude
our paper in Section 5.

2. SYSTEM MODEL
In this paper, we assume that the network area is a square

O with size
√
n × √

n, where n is the number of primary
nodes.

2.1 Legitimate Network
We consider the scenario, in which there are two kinds of

legitimate nodes, n primary nodes and m secondary nodes,
overlapping in the square O. We assume that both primary
nodes and the secondary nodes are independently and iden-
tically distributed (i.i.d.) in O according to the uniform
distribution. Their positions are denoted by {Xi}ni=1 and
{Yj}mj=1, respectively. Let |Xi −Yj | be the distance between
two nodes. For two primary nodes forming a transmitter-
receiver pair, they share a primary link denoted by (Xi, XRx(i)),
where i is the index of the transmitter and Rx(·) is the in-
dex of the corresponding receiver. Similarly, we denote a
secondary link by (Yj , YRx(j)). We denote Lp as the set of ac-
tive primary links, Ls as the set of active secondary links and
L = Lp∪Ls. In addition, T p (T s) and Rp (Rs) are the sets
of active primary (secondary) transmitters and receivers, re-
spectively. For active primary link (Xi, XRx(i)) ∈ Lp and ac-
tive secondary link (Yj , YRx(j)) ∈ Ls, we denote their trans-

mission ranges as Ri = |Xi −XRx(i)| and rj = |Yj −YRx(j)|,
respectively. We also use the same artificial noise generation
scheme as that in [11] to enable the information-theoretic
security in the network. We assume that each legitimate
node is equipped with three antennas. When a legitimate
node acts as a receiver, one antenna is used for message
reception, while the other two simultaneously generate ar-
tificial noise to suppress the eavesdroppers’ channels. The
distances between the receiving antenna and the other two
respective transmitting antennas satisfy a difference of half
the radio wavelength. The interference can thus be elim-
inated by invoking the techniques of self-interference can-
cellation. Thereby, each receiver does not experience the
artificial noise generated by the node itself.

2.2 Eavesdropper Network
We consider that there are nφe(n) eavesdroppers located

in the same network area, where φe(n) is the density of
eavesdroppers. Let E be the set of eavesdroppers and Ze be
the position of each eavesdropper e ∈ E . We assume that
all the eavesdroppers are silent and static, since they can be
easily detected if they are active or move drastically. Hence,
instead of jamming the signal, the eavesdroppers only over-
hear messages. We assume that each eavesdropper indepen-
dently and identically selects a position in the network area
O according to the uniform distribution. We also assume
that the eavesdroppers have two overhearing modes, namely
independent mode and colluding mode. In the independent
mode, each eavesdropper decodes messages independently.
In the colluding mode, all the eavesdroppers can communi-
cate and collaborate to decode the messages. Maximum ra-
tio combining is adopted to maximize the sum of SINR that
each eavesdropper obtains. Hence, we can regard all the
eavesdroppers as one super-eavesdropper. Moreover, since
we consider information-theoretic security in this paper, we
assume that the eavesdroppers have infinite computation re-
sources. We also assume that both channel state informa-
tion (CSI) and location information of the eavesdroppers are
unknown to the legitimate nodes.

2.3 Communication Model: Physical Model
We describe our communication model in this section. For

active primary (secondary) transmitter i ∈ T p (T s), we use
P p
t,i (P s

t,i) to denote the transmission power of i, where the
subscript t stands for transmitter. For active primary (sec-
ondary) receiver j ∈ Rp (Rs), we use P p

r,j (P s
r,j) to denote

the noise generation power of j, where the subscript r stands
for receiver. The path loss between node i and node j is de-
noted by l(Xi, Xj) = min{1, |Xi − Xj |−α}. Here, α is the
path loss exponent and we assume that α > 2, which is a
reasonable value range for extended network model. When
node i is transmitting messages to node j, the signal to in-
terference and noise ratio (SINR) at the receiver j is given
as follows.
For the primary network,

SINRp
ij =

P p
t,il(Xi, Xj)

N0 + Ipp + Isp
, (1)

where
Ipp =

∑

k∈T p\{i}
P p
t,kl(Xk, Xj) +

∑

k∈Rp\{j}
P p
r,kl(Xk, Xj),

Isp =
∑

k∈T s

P s
t,kl(Yk, Xj) +

∑

k∈Rs

P s
r,kl(Yk, Xj),

and N0 denotes the ambient noise power of the network en-
vironment. Note that the transmission power P p

r,j of re-
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ceiver j causes no interference to itself, since we adopt self-
interference cancellation techniques.
Similarly, for the secondary network,

SINRs
ij =

P s
t,il(Yi, Yj)

N0 + Ips + Iss
, (2)

where
Iss =

∑

k∈T s\{i}
P s
t,kl(Yk, Yj) +

∑

k∈Rs\{j}
P s
r,kl(Yk, Yj),

Ips =
∑

k∈T p

P p
t,kl(Xk, Yj) +

∑

k∈Rp

P p
r,kl(Xk, Yj),

On the other hand, P p
r,j and P s

r,j do interfere with the
eavesdroppers. When node i is transmitting messages, we
give the SINR at eavesdropper e for the primary network
as follows (the SINR at e for the secondary network can be
easily extended from equation (3)),

SINRp
ie =

P p
t,il(Xi, Ze)

N0 + Ipe + Ise
, (3)

where
Ipe =

∑

k∈T p\{i}
P p
t,kl(Xk, Ze) +

∑

k∈Rp

P p
r,kl(Xk, Ze),

Ise =
∑

k∈T s

P s
t,kl(Yk, Ze) +

∑

k∈Rs

P s
r,kl(Yk, Ze).

2.4 Performance Metrics

Definition 1. Secrecy Throughput Per Hop: In the non-
colluding case, we define the per hop secure throughput be-
tween any active transmitter-receiver pair as

G∫ = log (1 + SINRij)− log (1 + max
e∈E

SINRie).

In the non-colluding case, we define the per hop secure through-
put as

G∫ = log (1 + SINRij)− log (1 +
∑

e∈E
SINRie)

Definition 2. Feasible Throughput: Per-node through-
put g(n) of the primary network is said to be feasible if there
exists a spatial and temporal scheme for scheduling trans-
missions, such that every primary source can send g(n) b/s
to its destination on average.

Definition 3. Asymptotic Per-node Capacity λp(n) of
the primary network is said to be Θ(g(n)) if there exist two
positive constants c and c′ such that

lim
n→∞

Pr{λp(n) =cg(n) is feasible} = 1

lim
n→∞

Pr{λp(n) =c′g(n) is feasible} < 1

Similarly, we can define the asymptotic per-node capacity
λs(m) for the secondary network.

3. INDEPENDENT EAVESDROPPERS
In this section, we investigate the secrecy capacity and

delay scaling of the cognitive network when eavesdroppers
work in the independent mode. Since secondary users oc-
cupy extra radio resources, it seems that the secrecy capacity
and delay of either primary network or secondary network
may be degraded. However, we show that the secondary

Table 1: Notations
Notations Definitions

n The total number of primary nodes
m The total number of secondary nodes

n · φe(n) The total number of eavesdroppers
α The path loss exponent, α > 2
Xi The position of primary node i
Yj The position of secondary node j

Ze The position of eavesdropper e
Rx(·) The index of corresponding receiver
Ri The transmission range of primary network link
ri The transmission range of secondary network link

SPR() The feasible family of secure protocol model
PH() The feasible family of secure physical model
D() The feasible family of Operation Rule 1
H() The feasible family of secure hybrid protocol model

P
p
t

The transmission power of primary nodes

Ps
t The transmission power of secondary nodes

P
p
r The artificial noise power of primary nodes

Ps
r The artificial noise power of secondary nodes

Lp The set of active primary links
Ls The set of active secondary links
L Lp ∪ Ls

T The set of active transmitters at a given time slot
R The set of active receivers at a given time slot
E The set of eavesdroppers

| · | The Euclidean length or the number of elements of a set

l(Xi,Xj) The path loss function min{1, |Xi − Xj |
−α}

D(x, r) The disk with radius r centered at x.
λ The per-node secure throughput of legitimate node
D The delay constraint imposed on the packets
G∫ The per hop secure throughput

network can achieve the same secrecy performance as a stan-
dalone network in the order sense, while the performance of
the primary network is not affected at all.

First, we give the definition of secure transmission in this
section.

Definition 4. We define a transmission from i to j to
be successful and secret if the following conditions hold,
for primary network,

SINRp
ij ≥ γp, ∀e ∈ E ,SINRp

ie ≤ γe

for secondary network,

SINRs
ij ≥ γs,∀e ∈ E ,SINRs

ie ≤ γe

where γp, γs γe are constants and γe < min {γp, γs}.
The first condition in the definition ensures that the re-

ceiver can decode the message successfully. The second con-
dition guarantees none of eavesdroppers can decode the mes-
sage. Given Definition 4, there is a subset of links can be
active such that all transmissions over active links are suc-
cessful and secret. We call such a subset of links a feasible
state, and denote the set of all feasible states as feasible fam-
ily. We use PH(γp, γs, γe) to denote the feasible family of
the physical model.

Next, for tractability of calculation, we give some con-
straints on the transmission power and artificial noise gen-
eration power of the cognitive network.

Definition 5. Power Assignment Scheme: We say the
whole network adopts power assignment scheme A(b1 , b2),
if P p

t,i = P p
t = P, P p

r,i = P p
r = b1(1 + Rmax)

αP, P s
t,i =

P s
t = b2P, P

s
r,i = P s

r = b1b2(1 + rmax)
αP , where Rmax =

max {Ri}, rmax = max {rj}.
Since the primary nodes and the secondary nodes have

different priorities in accessing the radio spectrum, we give
them different operation rules to guarantee their transmis-
sion opportunities.

Operation Rule 1. Decision model for the primary net-
work:

P p
t l(Xi, Xj)

N0 + Ipp
≥ γp + ǫ,

P p
t

P p
r
(1 +Rmax)

α ≤ γe (4)
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The feasible family of the primary decision model is denoted
by D(γp + ǫ, γe).

We do not include any influence of the secondary net-
work in the decision model of the primary network because
the primary network needs neither to know the existence of
the secondary network nor to adopt to the secondary users.
However we put an allowance ǫ in the operation rule to leave
some margin to act as buffer against transient interference
from the secondary users. The power constraints given by
the second equation are used to guarantee secure transmis-
sions.

The objective of the operation rule for the secondary net-
work is that the whole cognitive network complies with the
physical model PH(γp, γs, γe) when the secondary network
joins the primary network. The notation H in the Operation
Rule 2 will be explained later.

Operation Rule 2. Decision model for the secondary
network: Let Lp and Ls be the sets of active primary links
and active secondary links. If Lp ∈ D(γp + ǫ, γe) and Lp ∪
Ls ∈ H, then Lp ∪ Ls ∈ PH(γp, γs, γe).

3.1 Secure Protocol Model: To Bound The In-
terference

We first prove the physical feasibility of our operation
scheme. We propose a new secure protocol model to bound
the interference.

3.1.1 Hybrid Secure Protocol Model

Definition 6. Secure Protocol Model for primary net-
work: A transmission from i to j is feasible if for any k ∈
T p\{i} and l ∈ Rp\{j},

1 + |Xk −Xj | ≥Ctp(1 + |Xi −Xj |), (5)

1 + |Xl −Xj | ≥Crp(1 + |Xi −Xj |)2, (6)

where Ctp and Crp define the guard zone for transmitters and
receivers in the primary network, respectively. The corre-
sponding feasible family is denoted as SPR(Ctp, Crp). Like-
wise, we define feasible family SPR (Cts, Crs) for the sec-
ondary network.

We prove that the feasible family in the decision model of
the primary network is also feasible in the secure protocol
model.

Lemma 1. If Lp ∈ D(γp+ǫ, γe), there exists constant Ctp

and Crp such that Lp ∈ SPR(Ctp, Crp).

Proof. See Appendix A.

From Lemma 1, we can see that the secure protocol model
is much simpler than the secure physical model. We define a
new Hybrid Secure Protocol Model H to act as the decision
model for the secondary network.

Definition 7. The Hybrid Secure Protocol Model with
feasible family H: ∀L ∈ H, let Lp ∈ SPR(Ctp, Crp), Ls ∈
SPR(Cts, Crs). Furthermore, ∀(Xi, Xj) ∈ Lp

1 + |Yk −Xj | ≥Ctsp(1 + |Xi −Xj |) ∀k ∈ T s (7)

1 + |Yl −Xj | ≥Crsp(1 + |Xi −Xj |)2 ∀l ∈ Rs (8)

and ∀(Yi, Yj) ∈ Ls

1 + |Xk − Yj | ≥Ctps(1 + |Yi − Yj |) ∀k ∈ T p (9)

1 + |Xl − Yj | ≥Crps(1 + |Yi − Yj |)2 ∀l ∈ Rp (10)

where constants Ctsp, Crsp, Ctps, Crps define the inter-network
guard zone as illustrated in Figure 1.

R

(1 )tpC R+

2(1 )rpC R+

R

(1 )tspC R+

2(1 )rspC R+

Figure 1: An example of hybrid secure protocol model

for a primary transmission pair

3.1.2 Interference at Primary Nodes

We first bound the interference from the secondary net-
work to the primary network. We start this part with a
useful property of the hybrid secure protocol model.

Lemma 2. Given arbitrary Zi, Zj , Zk, Zl ∈ O, if (Zi, Zj),
(Zk, Zl) are active links (primary or secondary) and Ctx =
3, Crx > 0 (x ∈ {1, 2} and Ctx ∈ {Ctp, Cts, Ctps, Ctsp},
Crx ∈ {Crp, Crs, Crps, Crsp}), then the Cr1

4
(1 + |Zi − Zj |)2

neighborhood of line segment ZiZj and the Cr2
4

(1+|Zk−Zl|)2
neighborhood of line segment ZkZl are disjoint.

Proof. See Appendix B.

From Lemma 2, we know that Crx dominates the repre-
sentation of the distances between concurrent transmission
pairs. Thus we use Cp, Cs, Cps, Csp to represent Crp, Crs,
Crps, Crsp for simplicity from now on. We are ready to give
the upper bound of interference at primary receivers from
the secondary network in Theorem 1 in the following.

Theorem 1. Under the power assignment A(b1, b2) and
the hybrid secure protocol model, if Cps > Cs, then for any
active primary link (Xi, XRx(i)), the interference at XRx(i)

from the active links of the secondary network is upper-
bounded by b3(P

s
t + P s

r )(1 + Ri)
4−2α(1 + rmin)

−4, where b3
is a constant.

Proof. Let D(X, r) be the disk centered at X with ra-
dius r. Then, all D(Yj ,

Cs

4
(1+rj)

2), j ∈ T s should be mutu-

ally disjoint according to Lemma 2. As well, D(Yj ,
Cps

4
(1 +

rj)
2), j ∈ T s are disjoint with D(XRx(i),

Csp

4
(1+Ri)

2)). Be-

cause we assume that Cps > Cs, then all D(Yj ,
Cs

4
(1+ rj)

2)

and D(XRx(i),
Csp

4
(1 +Ri)

2)) are disjoint.
Then we divide the set T s into subsets T s

k , for 1 ≤ k ≤
4
√

2n
Csp(1+Ri)

2 T s
k =

{

j
∣

∣

∣
k

Csp(1+Ri)
2

4
≤ |Yj − XRx(i)| ≤ (k +

1)
Csp(1+Ri)

2

4
, j ∈ T s

}

.

The radio resource consumed by each transmitter can be
bounded by,

1

3
π[

Cs(1 + rmin)
2

4
]2

k
∑

l=1

|T s
l | ≤ π[(k + 1)

Csp(1 +Ri)
2

4
]2
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We denote the interference at XRx(i) that is caused by trans-
mitters in the secondary network as Isp,t, and it can be
bounded as follows,

Isp,t(i) =
∑

j∈T s

P s
t,j

(1 + |Yj −XRx(i)|)α
≤

∑

k

P s
t

|kCsp(1+Ri)
2

4
|α

|T s
k |

≤ 4αP s
t

Cα
sp(1 +Ri)2α

∑

k

1

kα
(

k
∑

l=1

|T s
l | −

k−1
∑

l=1

|T s
l |)

≤ 4αP s
t

Cα
sp(1 +Ri)2α

∞
∑

k=1

[
1

kα
− 1

(k + 1)α
]

k
∑

l=1

|T s
l |

≤ 4αP s
t

Cα−2
sp C2

s (1 +Ri)2α−4(1 + rmin)4

∞
∑

k=1

3α(k + 1)2

kα+1

= b3P
s
t (1 +Ri)

4−2α(1 + rmin)
−4

The interference caused by active receivers can be bounded
by similar techniques, Isp,r(i) = b3P

s
r (1+Ri)

4−2α(1+rmin)
−4.

And Isp(i) = Isp,t(i) + Isp,r(i).

3.1.3 Interference at Secondary Nodes

In this part, we bound the interference at secondary re-
ceivers from primary nodes and other secondary nodes in
Theorem 2 and Theorem 3, respectively.

Theorem 2. Under the power assignment A(b1, b2) and
the hybrid secure protocol model, if Csp > Cp for any active
link (Yi, YRx(i)), the interference at YRx(i) from the active

primary links is upper-bounded by b4(P
p
t +P p

r )(1+Rmin)
−2α,

where b4 is a constant.

Theorem 3. Under the power assignment A(b1, b2) and
the hybrid secure protocol model, for any active link (Yi, YRx(i)

), the interference at YRx(i) from all other simultaneously
active secondary links is upper-bounded by b5(P

s
t + P s

r )(1 +
ri)

4−2α(1 + rmin)
−4, where b5 is a constant.

The techniques used in the proofs of Theorems 2 and 3
are similar to those in Theorem 1. Thus, we omit the proofs
here to avoid redundancy.

3.2 Physical Feasibility of the Hybrid Secure
Protocol Model

In this subsection, we show that there exists a power as-
signment A(b1, b2), making the feasible links under the hy-
brid secure protocol model also feasible under secure phys-
ical model. First, we consider the security of the cognitive
network.

Lemma 3. Under power assignment A(b1, b2), Lp ∈ D(γp
+ǫ, γe) and L ∈ H, if b1 = 1/γe, all active links are secure.

Proof. See Appendix C.

Lemma 3 tells us that in the independent case, the exis-
tence of the secondary network neither relaxes nor tightens
the condition for secure transmissions in the primary net-
work. Actually the condition b1 ≥ 1/γe is implicitly con-
tained in the decision model for the primary network.

Lemma 4. If Cps > Cs,Lp ∈ D(γp + ǫ, γe) and L ∈ H,
with the power assignment A(1/γe, b2) such that b2 ≤ b′3(1+
rmin)

4(1+ rmax)
−α(1+Rmin)

α−4 (b′3 is a constant), all pri-
mary links are possible under physical model PH(γp, γs, γe).

Proof. See Appendix D.

Next, we turn to the secondary network.

Lemma 5. Under power assignment A(1/γe, b2) with b2 ≥
max {b′4 (1+rmax)

α(1+Rmax)
α

(1+Rmin)
2α , b′5(1 + rmax)

α} (b′4, b
′
5 are con-

stants), if Lp ∈ D(γp + ǫ, γe),L ∈ H and Csp > Cp, all sec-
ondary links are feasible under physical model PH(γp, γs, γe).

Proof. See Appendix E.

Then, we are ready to prove the final result.

Theorem 4. If α > 4, (1 + rmax)
2α(1 + Rmax)

α ≤ (1 +
Rmin)

3α−4(1+rmin)
4, there exists a power assignment A(b1, b2),

such that if Lp ∈ D(γp + ǫ, γe) and L ∈ H, then L ∈
PH(γp, γs, γe).

Proof. From Lemma 3, we know b1 = 1
γe

is sufficient

to ensure the secure transmissions. If we choose α > 4,
(1 + rmax)

2α(1 + Rmax)
α ≤ (1 + Rmin)

3α−4(1 + rmin)
4 and

Cps > Cs, Csp > Cp, from Lemma 4 and Lemma 5, there
exists a range [b′4(1+rmax)

α(1+Rmax)
α(1+Rmin)

−2α, b′3(1+
rmin)

4(1 + rmax)
−α(1 + Rmin)

α−4] for b2. Hence, we prove
that there exists a power assignment scheme A(b1, b2) that
if Lp ∈ D(γp + ǫ, γe) and L ∈ H, L ∈ PH(γp, γs, γe).

Theorem 4 is explained and discussed as below. First,
the condition α > 4, resulting from the blend of extended
network model and the secure constraints, means a faster
attenuation is needed in our model. Second, we represent
the result of Theorem 4 in order forms, i.e., (1+rmax)

2α(1+
rmin)

−4 = O((1 + Rmin)
3α−4(1 + Rmax)

−α). Please recall
the strict result if you note the order from result is not suf-
ficient to prove Theorem 4 unless proper constants are cho-
sen. We use the order forms to represent our result just for
simplicity. In addition, if the transmission ranges of the cog-
nitive network are homogeneous, i.e., r = rmin = rmax and
R = Rmin = Rmax, we only need to consider the condition
(1 + r) = O((1 +R)).

3.3 Identifying Transmission Opportunities
The previous subsection proves the physical feasibility of

our operation scheme. In this section, we construct a schedul-
ing scheme whose configuration complies with our operation
scheme to figure out the transmission opportunities of the
secondary nodes.

We say a secondary link is unconstrained, if it were in a
standalone network.

Definition 8. Given arbitrary Ls
s.a. ∈ SPR(Cs) and ar-

bitrary Lp ∈ SPR(Cp), there exists a unique maximal Ls ⊂
Ls

s.a. such that Lp ∪ Ls ∈ H. We say a link (Yi, YRx(i)) ∈
Ls

s.a. is unconstrained if (Yi, YRx(i)) ∈ Ls.

The definition of a TDMA scheme is as follows.

Definition 9. A TDMA scheduling scheme. First, we
tessellate the networks into cells such that each cell is con-
tained in a disk of diameter ρ(n) and we denote cell i as
Vi. Second, we assign color to each cell, such that cells with
the same color can be active simultaneously and transmit to
neighbor cells, where two cells Vi, Vj have the same color if
inf{|X − Y | : X ∈ Vi, Y ∈ Vj} ≥ 4Cp(4ρ

2(n) + 6ρ(n) + 1).
Third, we activate different groups of cells with the same
constant fraction of time b6 in a round-robin fashion (ρ(n) =
O(1)).

Next, we prove that in the proposed TDMA scheme, the
cognitive network complies with our operation scheme. Thus
every secondary link could be unconstrained for a constant
fraction of time.
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Lemma 6. Using our TDMA scheduling scheme, if 1 <
Cps < Cp < Csp < 2Cp, m > n, α > 4, R = Rmax = Rmin,
r = rmax = rmin and (1 + r) = O((1 +R)), every secondary
node has b6 fraction of time to be unconstrained.

Proof. See Appendix F.

3.4 Optimal Performance Scaling
In this subsection, we first present our result on secrecy

throughput and delay scaling. Then, we apply our result to
various situations.

Theorem 5. When the cognitive network uses the TDMA
scheduling scheme and satisfies the conditions in Lemma 6,
and if we assume that the standalone secondary network can
achieve per-node secrecy throughput λs.a.

s and delay Ds.a.
s ,

then the secondary network can also achieve per-node se-
crecy throughput λc.r.

s = Θ(λs.a.
s ) and delay Dc.r.

s = Θ(Ds.a.
s )

in the cognitive network.

Proof. If the secondary network is standalone, we de-
note the throughput rate of link (Yi, Yj) by cs.a.ij which is
determined by the scheduling scheme. If we assume a slot-
ted time, then a deterministic scheduling scheme is charac-
terized by a sequence (Ls.a.

t )Tt=1,Ls.a.
t ∈ SPR(Cs),

cs.a.ij = lim
T→∞

W

T

T
∑

t=1

1((Yi, Yj) ∈ Ls.a.
t (t)),

where the function 1(·) returns 1, if the variable is true; 0,
otherwise. We use a random matrix [λsd] to describe the
traffic pattern (λsd = 1, if s and d is a source-destination

pair, and λsd = 0 otherwise). We use f ij
sd, the average frac-

tion of traffic from s to d that is routed through link (Yi, Yj),
to describe the routing scheme. Then, for the per-node se-
crecy throughput λs.a.

s , it holds that

λs.a.
s

∑

s

∑

d

λsdf
ij
sd ≤ cs.a.ij 1 ≤ i, j ≤ m.

Next, we consider the cognitive network. In that situation,
the change is that we only allow the unconstraint secondary
links to be active. Denote the corresponding throughput
rate of link (Yi, Yj) as cc.r.ij , and according to Lemma 6,
cc.r.ij = b6c

s.a.
ij . Letting λc.r.

s = b6λ
s.a.
s = Θ(λs.a.

s ), it follows
that

λc.r.
s

∑

s

∑

d

λsdf
ij
sd ≤ cc.r.ij 1 ≤ i, j ≤ m.

Therefore, no edge is overloaded and the secrecy throughput
λc.r.
s is feasible.
Next, we consider the delay. In the cognitive network,

an extra delay is incurred for the secondary network since
at each time a secondary node wants to transmit, it may
wait until the link is unconstrained. We can easily figure
out that the upper-bound of this waiting time is one round
of the TDMA scheduler. Thus the delay Ds = 1

b6
Ds.a.

s =

Θ(Ds.a.
s ).

With Theorem 5, we can apply the optimal schemes and
results from standalone secure networks to secure cognitive
networks. The following corollaries are straightforward from
[11]. Other results that use centralized TDMA scheduling
scheme can also be derived from our conclusion. We do not
list them here due to limited space. Note the degradation
factor log−1 n in the secrecy capacity of the secondary net-
work in Corollary 2 is caused by the transmission range of
the primary network R = Θ(

√
log n) 6= O(1) and can be

eliminated by using percolation theory.

Corollary 1. Assume there are n primary nodes, m
secondary nodes (m > n) and nφe(n) eavesdroppers in the
network area with size

√
n × √

n. All of them are static
and i.i.d according to the uniform distribution. If the traffic
pattern is unicast and the eavesdroppers work in the inde-
pendent mode, the secrecy capacity is λp = Θ(1/

√
n) for the

primary network and Θ(nλp/m) ≤ λs ≤ Θ(
√
n/m) for the

secondary network, independent of the density of eavesdrop-
pers.

Corollary 2. Assume there are n primary nodes, m
secondary nodes (m > n) and nφe(n) eavesdroppers in the
network area with size

√
n × √

n. All of them are static
and i.i.d according to the uniform distribution. For each
primary node, nd − 1 nodes are randomly chosen as its des-
tinations and for each secondary node, md − 1 nodes are
randomly chosen as its destination. If the eavesdroppers

work in the independent mode and (1 +
√

n logm
m

) = o((1 +
√
log n)), the aggregated multicast secrecy capacity is λp =

Θ(
√

n
nd log n

log−
α+4
2 n) when nd = O( n

log n
) for the primary

network and is λs = Θ(
√

m
md logm

(1+
√

n logm
m

)−α−4 log−1 n)

for the secondary network when md = O( m
logm

).

4. COLLUDING EAVESDROPPERS
In this section, we focus on the secrecy capacity scaling

problem in the case where eavesdroppers can collude to de-
code the message.

Before we begin to calculate the secrecy capacity of cog-
nitive networks in the colluding case, we give some explana-
tions to the differences in assumptions between two cases.
The first difference is that in colluding case, we assume the
network is a Poisson-distributed random network for that
mathematical tractability instead of a uniform distributed
random network. It is shown in [15] that random networks
converge to Poisson scenarios as n goes to infinity, so the
two network models are equivalent in asymptotic analysis.

The second difference is that unlike the general analysis of
secure cognitive networks in the previous section, in order to
calculate the detailed secrecy capacity, we need to specify a
routining scheme for wireless transmission. In the colluding
case, we use the Highway System.

Definition 10. Highway System: For the primary net-
work, we divide the network into non-overlapping cells with
side length c, where c is a constant. We say a cell is open
if there is at least one node in it. Hence, a cell is open with

probability p = 1− e−c2 independently based on the Poisson
distribution. Denote the number of edges composing the side

length of the network area by hp =
√
n√
2c

where c is rounded

up such that hp is an integer. According to the Theorem 5 in
[2], we can choose c large enough such that there are w.h.p
Ω(hp) paths crossing the network area from left to right, and
these can be grouped into disjoint sets of ⌈δ log hp⌉ paths,
each group crossing a rectangle of size hp × (κ log hp − ǫm),
for all κ > 0, δ small enough, and a vanishingly small ǫm
so that the side length of each rectangle is an integer. The
same is true for vertical paths. We call these backbone paths
the Highway System.

Based on the Highway System, we give our packet routing
scheme.

Definition 11. A Routing Scheme: The scheme consists
of three phases. The first phase is used to drain information
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to the highway. The second phase is to transport information
on the highways. The third phase is to deliver information
from the highway to the destination.

Next, based on the routing scheme, we compute the lower
bound of the primary transmission rate. First, we give a
lemma which is useful throughout this section.

Lemma 7. If nodes are Poisson-distributed with intensity
φ(n) in the network O, partition the network into disjoint
regions with same size f(n), let Ni be the number of nodes
in the region i. We have

P

(

1

2
f(n)φ(n) ≤ Ni ≤ 2f(n)φ(n),∀i

)

= 1

when f(n)φ(n) = ω(log4/e n) and f(n) = Ω(1).

Proof. See Appendix G.

1d =

4k d+ =

Figure 2: Illustration of network configuration accord-

ing to the TDMA scheduling scheme. Orange cells con-

tains active primary transmitters. Green cells contains

active secondary links.

Lemma 8. When a primary node is transmitting to a le-
gitimate receiver that is located d cells apart, the minimum
rate that the primary node can receive is lower-bounded by
b7P

p
t d

−α, where b7 is a constant.

Proof. See Appendix H.

Now, we get the per-hop transmission rate of primary
nodes in the cognitive network. Recall Definition 1, if we
want to know the per-hop secrecy transmission rate, the to-
tal SINR of all the eavesdroppers needs to be calculated.

By the definition of SINRp
ie, there are three parts of the in-

terference at each eavesdropper, namely N0, Ipe, Ise, where
N0 is constant. In order to bound Ipe and Ise, we par-
tition the network into disjoint rings with a same size of
f(n). The eavesdropper is at the center of all the rings. Let
ri be the external diameter of the ith ring. Since f(n) =

πr21 = π(r2i − r2i−1) for any i > 1, we have ri =
√
ir1 for

any i ≥ 1. We know the primary nodes, secondary nodes
and eavesdroppers are Poisson-distributed with parameter
φp(n) = 1, φs(n) = m

n
and φe(n), respectively. Denote the

number of secondary nodes and eavesdroppers in the ith ring

as Nsi and Nei, respectively. By Lemma 7, if f(n) > 1 and
φs(n)f(n) = ω(loge/4 n), φe(n)f(n) = ω(loge/4 n), we can

conclude 1
2
f(n)φs(n) ≤ Nsi ≤ 2f(n)φs(n) and

1
2
f(n)φe(n) ≤

Nei ≤ 2f(n)φe(n).

Lemma 9. The upper bound of the SINR all eavesdrop-

pers get from a given transmission is Θ(
kφe(n)P

p
t

φs(n)Ps
r
).

Proof. See Appendix I.

Theorem 6. Considering the cognitive network where pri-
mary nodes, secondary nodes and eavesdroppers are indepen-
dently Poisson-distributed with parameter φp(n) = 1, φs(n) =
m
n

and φe(n), respectively, the per-node secrecy capacity for
the primary network is,

λ∫ (n) =







Ω( 1√
n
φ
− 2

α−1
e (n)) φe(n) = Ω(log2 n)

Ω( 1√
n
log− 4

α−1 n) φe(n) = O(log2 n)
(11)

Proof. Substituting the results of Lemma 8 and Lemma
9 into Definition 1, the secrecy rate G∫ (d) that each cell
transmits is

G∫ (d) =
1

(k + d)2
(G(d)−Ge)

≥ 1

(k + d)2
(b7P

p
t d

−α − b8P
p
t

kφe(n)

φs(n)P s
r

).

(12)

In order to get positive secrecy rate, let φs(n)P
s
r = 2 b8

b7
kφe

(n)dα. According to Lemma 8, kα = Θ(φs(n)P
s
r ). There-

fore, the secrecy transmission rate that each cell can achieve

is Ω((φ
1

α−1
e (n)d

α
α−1 + d)−2d−α). In the following, we com-

pute the secrecy capacity for draining/delivery phase and
highway phase, respectively.

Draining/Delivery Phase: According to the highway sys-
tem, the distance between sources and relay on the highway
is never larger than κ log hp +

√
2c. Thus d = Θ(log n), r1 =

Θ(log2 n). We assume φe(n)f(n) = Ω( log2 n) = ω(logn),
which requires φe(n) = Ω(log−2 n). If we assume φe(n) =

Θ(1) = Ω(log−2 n), we have φ
1

α−1
e (n) d

α
α−1 = ω(d), when

α > 2. Hence,G∫ (d) = Ω(φ
− 2

α−1
e d−(α+ 2α

α−1
)) = Ω(φ

− 2
α−1

e (n)

log−(α+ 2α
α−1

) n). Since there are at most log n primary nodes

inside a cell, the per-node secrecy capacity is Ω(φ
− 2

α−1
e (n)

log−(α+ 3α−1
α−1

) n).
Highway Phases: In the highway phase, the transmis-

sion range between T-R pairs is at most 2
√
2c. Hence,

d = Θ(1), r1 = Θ(1). Similar to the analysis in drain-
ing and delivery phase, we have φe(n) = Ω(log2 n) and

G∫ (d) = Ω(φ
− 2

α−1
e (n)). According to the definition of high-

way system, each source in the ith slice transmit packets to
the ith highway in the same rectangle. Since the density of
primary nodes is φp(n) = 1 and the size of each slice is w

√
n,

which satisfies the conditions given by Lemma 7, we deduce
that the maximum number of primary nodes inside each
slice is no larger than 2w

√
n. Hence a node on a highway

must relay traffic for at most 2w
√
n nodes. Therefore, the

secrecy capacity of the highway phase is Ω(φ
− 2

α−1
e (n) 1√

n
).

If φe(n) = O(log2 n), the term Re will be smaller than in the
φe(n) = Ω(log2 n) case, when we keep the other parameters
the same, and we can obtain per-node secrecy capacity of

Ω( 1√
n
log−

4
α−1 n).
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To summarize the above two cases, we find that the bot-
tleneck of the secrecy capacity is in the highway phase and

the per-node secrecy capacity is Ω(φ
− 2

α−1
e (n) 1√

n
).

Last but not least, we compare our results with the results
in single networks [11], as illustrated in Figure 3. Coopera-
tion in the legend means that legitimate nodes cooperate to
generate artificial noise.

( )e nφ

( )nλ
∫
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1

n
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2
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n

αφ
−

−

Upbound in 

single network
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Upbound in Single Netwo-
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2( 1)

( 2)1
( )e n
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α αφ

−
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−

2

1
1

( )e n
n

αφ
−

−
4

1
1

log ( )n
n

α
−

−

Figure 3: Comparison of our result and the results in

single networks

5. CONCLUSION
In this paper, we investigate the impact of introducing

secondary users to the network on the secrecy capacity of
the primary network. We divide our analysis into two parts
according to the two overhearing models of eavesdroppers.
In the non-colluding case, we prove that the secondary net-
work can achieve the same performance as standalone net-
works without adversely affecting the secrecy capacity of the
primary network. We also apply our results to various sce-
narios. In the colluding eavesdroppers case, we calculate the
lower bound of the secrecy capacity of the primary network
and reveal that the existence of secondary users increases
the secrecy capacity of the primary network. Our results
may shed insight into the future design of wireless networks,
i.e., if we want to enforce the security of primary network,
allowing secondary users to co-exist with spectrum sharing
is a good security solution. Finally, the secrecy capacity of
the secondary network in the colluding case will be studied
in a future work.
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APPENDIX

Appendix A: Proof to Lemma 1

Proof. For any active link (Xi, Xj), (Xk, Xl) ∈ Lp and
i, k ∈ T p, j, l ∈ Rp, according to the Operation Rule 1,

P p
t (1 + |Xi −Xj |)−α

P p
t (1 + |Xk −Xj |)−α

≥ P p
t l(Xi, Xj)

N0 + Ipp
≥ γp + ǫ.

Therefore, 1 + |Xk − Xj | ≥ (γp + ǫ)
1
α (1 + |Xi − Xj |) and

we can set Ctp ≤ (γp + ǫ)
1
α . For the second equation of the

secure protocol model,

P p
t (1 + |Xi −Xj |)−α

P p
r (1 + |Xl −Xj |)−α

≥ P p
t l(Xi, Xj)

N0 + Ipp
≥ γp + ǫ,

P p
t

P p
r
(1 + |Xi −Xj |)α ≤ P p

t

P p
r
(1 +Rmax)

α ≤ γe.
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Therefore, 1 + |Xl −Xj | ≥ (
γp+ǫ

γe
)

1
α (1+ |Xi −Xj |)2 and we

can set Crp ≤ (
γp+ǫ

γe
)

1
α .

Appendix B: Proof to Lemma 2

Proof. Let P and Q be two arbitrary points on line seg-
ment ZiZj and ZkZl, by applying the triangle inequality
and the fact Zi, P, Zj and Zk, Q, Zl are are collinear, respec-
tively, we have

|Zi − Zj |+ |Zk − Zl|+ 2|P −Q|
=|Zi − P |+ |P −Q|+ |Q− Zl|
+|Zk −Q|+ |P −Q|+ |P − Zj |
≥|Zi − Zl|+ |Zk − Zj |.

Consider the two following cases.
Case 1: i, k ∈ {T p, T s} and j, l ∈ {Rp,Rs}, by the defini-
tion of hybrid secure protocol model and the above equation,
we have,

1 + |Zi − Zj |+ 1 + |Zk − Zl|+ 2|P −Q|
≥1 + |Zi − Zl|+ 1 + |Zk − Zj |
≥Ct1(1 + |Zk − Zl|) +Ct2(1 + |Zi − Zj |)

Simplifying the above equation, we can get |P−Q| ≥ Ct1−1
2

(1+

|Zk −Zl|)+ Ct2−1
2

(1+ |Zi−Zj |) which means the first equa-
tion of the secure protocol model requires the distance be-
tween any two point of a active link is at least Ct1−1

2
(1 +

|Zk − Zl|) + Ct2−1
2

(1 + |Zi − Zj |).
Case 2: j, k ∈ {T p, T s} and i, l ∈ {Rp,Rs}, using the con-
clusion of Case 1 and the second equation of the definition
of the secure protocol model, we have,

2(1 + |Zi − Zj |) + 2(1 + |Zk − Zl|) + 4|P −Q|
≥2(1 + |Zk − Zj |) + 1 + |Zi − Zl|+ 1 + |Zl − Zi|
≥(Ct1 − 1)(1 + |Zi − Zj |) + (Ct2 − 1)(1 + |Zk − Zl|)
+1 + |Zi − Zl|+ 1 + |Zl − Zi|
≥Cr1(1 + |Zk − Zl|)2 +Cr2(1 + |Zi − Zj |)2 + (Ct1

−1)(1 + |Zi − Zj |) + (Ct2 − 1)(1 + |Zk − Zl|).

By the condition Ctx = 3, we can conclude |P−Q| ≥ Cr1
4

(1+

|Zk − Zl|)2 + Cr2
4

(1 + |Zi − Zj |)2.

Appendix C: Proof to Lemma 3

Proof. For the primary network, by the definition of
SINRp

ie and the condition b1 = 1/γe, ∀e ∈ E , we have

SINRp
ie ≤ P p

t (1 + |Xi − Ze|)−α

P p
r (1 + |Xi −XRx(i)|+ |Xi − Ze|)−α

≤P p
t

P p
r
(1 +

Rmax

1 + |Xi − Ze|
)α ≤ γe.

Using a similar process, we can prove the security of the
secondary links under the condition b1 = 1/γe.

Appendix D: Proof to Lemma 4

Proof. Lp ∈ D(γp + ǫ) implies that for any (Xi, XRx(i))
∈ Lp,

P p
t (1 +Ri)

−α

N0 + Ipp(i)
≥ γp + ǫ. (13)

From Theorem 1, we know the upper bound of Isp(i). Com-
bining the upper bound of Isp(i) with the condition b2 ≤

b′3(1+rmin)
4(1+rmax)

−α(1+Rmin)
α−4 and b′3 = 2γeǫ/b3γp(γp+

ǫ), we have

P p
t (1 +Ri)

−α

Isp(i)

≥ P p
t (1 +Ri)

−α

b3(P s
t + P s

r )(1 +Ri)4−2α(1 + rmin)−4

≥ (1 +Ri)
α−4(1 + rmax)

α

b3b′3[1 + b1(1 + rmax)α](1 +Rmin)α−4

≥ 2

b1b3b′3
≥ γp(γp + ǫ)

ǫ
.

(14)

Then, from the equation (13) and (14), we have the asser-
tion.

Appendix E: Proof to Lemma 5

Proof. From Theorem 2 we know for any (Yi, YRx(i))

∈ H, Ips(i) ≤ b4(P
p
t + P p

r )(1 + Rmin)
−2α. With b2 ≥

b′4(1 + rmax)
α(1 +Rmax)

α(1 +Rmin)
−2α and b′4 = 4b4γs/γe,

it follows that

P s
t (1 + ri)

−α

Ips(i)
≥ P s

t (1 + ri)
−α

b4(P
p
t + P p

r )(1 +Rmin)−2α

≥ b2(1 +Rmin)
2α

b4[1 + b1(1 +Rmax)α](1 + ri)α

≥ b′4(1 + rmax)
α(1 +Rmax)

α

b4[1 + b1(1 +Rmax)α](1 + ri)α

≥ b′4
2b1b4

≥ 2γs.

(15)

Similarly, from Theorem 3, we know Iss(i) ≤ b5(P
s
t +P s

r )(1+
ri)

4−2α(1 + rmin)
−4. In the two cases, Iss(i) ≥ N0 and

Iss(i) < N0, if b2 ≥ b′5(1 + rmax)
α, we can prove

P s
t (1 + ri)

−α

N0 + Iss(i)
≥ 2γs. (16)

Case 1: If Iss(i) ≥ N0, we have,

P s
t (1 + ri)

−α

N0 + Iss(i)
≥P s

t (1 + ri)
−α

2Iss(i)

≥P s
t (1 + ri)

α−4(1 + rmin)
4

2b5(P s
t + P s

r )

≥ (1 + ri)
α−4(1 + rmin)

4

2b5[1 + b1(1 + rmax)α]

≥ (1 + rmin)
α

4b1b5(1 + rmax)α
≥ 2γs

Case2: If Iss(i) < N0, we have

P s
t (1 + ri)

−α

N0 + Iss(i)
≥ P s

t (1 + ri)
−α

2N0
≥ γs

Combing equation (15) and (16), we have the assertion.

Appendix F: Proof to Lemma 6

Proof. For a generic secondary link (Yi, YRx(i)). Pick the

point X that |X−Yi| = 2Cp(4ρ
2(n)+6ρ(n)+1) and denote

the cell X belongs to is V . We claim whenever V is chosen
to be active, the link (Yi, YRx(i)) is unconstrained. First,
we prove that the primary network will not be interfered
by Yi. For any point P belongs to V , we have |P − X| <
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ρ(n). For any point Q belongs to a neighbor cell of V , we
have|Q−X| < 2ρ(n), then

|Yi −Q| ≥ 2Cp(4ρ
2(n) + 6ρ(n) + 1)− 2ρ(n)

> Csp(1 + 2ρ(n))2 ≥ Csp(1 + |P −Q|)2.

For other simultaneous active cell V ′. Similarly, X ′ ∈ V ′

is |X ′ − X| > 4Cp(4ρ
2(n) + 6ρ(n) + 1), then |X ′ − Yi| ≥

|X ′ −X| − |X −Yi| > 2Cp(4ρ
2(n)+6ρ(n)+1) which means

that other simultaneous active cells are also not interfered
by Yi. Second, since (1 + r) = O((1 + R)), if m > n and
2Cp > Cps, |Q − YRx(i)| ≥ Cps(1 + |Yi − YRx(i)|)2 always
holds. Thus we have proved our deployment in the schedul-
ing scheme complies with our operation scheme and com-
plete the proof.

Appendix G: Proof to Lemma 7

Proof. Ni is a Poisson variable, and we denote its expec-
tation as λ = f(n)φ(n). Let N = maxi{Ni}, ∀i. According
to the union bounds and Chernoff bounds, we can get

P (N ≥ 2λ) ≤ P (∪i(Ni ≥ 2λ)) ≤
∑

i

P (Ni ≥ 2λ)

≤ n

f(n)
e−λ(

eλ

2λ
)2λ =

n

f(n)
(
e

4
)f(n)φ(n) → 0,

when f(n)φ(n) = ω(log4/e n) and f(n) = Ω(1).

Similarly, we can show that mini Ni is greater than
1
2
f(n)φ(n)

w.h.p. when conditions hold.

Appendix H: Proof to Lemma 8

Proof. First we compute the interference at the receiver.
Different from the situation when there is only one kind of
nodes, in cognitive network, the primary nodes will get ad-
ditional noise from active secondary links. We divide the
network into disjoint squares of (k + d) × (k + d), where k
and d together define the concurrent range. We use (k+ d)2

TDMA scheduling scheme as in Figure 2. Every cell in
each sub-square takes a turn to transmit. Consider a given
transmitter-receiver pair, the 8 closest primary transmitters
and receivers are located in at distance of at least ck and
c(k + d − 1) from the receiver. The 16 next closest trans-
mitters and receivers are located in the distance at least
c(2k + d) and c(2k + 2d − 1) away from the receiver and
so on. The 4 closest cells which contains active secondary
links are at least

√
2( k+d

2
− 1), and the 12 next closest cells

are at least
√
2( 3

2
(k + d) − 1) and so on. By extending the

sum of the interferences to the whole plane, this can then
be bounded as follows (b′7, b

′′
7 are constants):

I(d) ≤
∞
∑

i=1

8i(P p
t l(c(i(k + d)− d)) + P p

r l(c(i(k + d)− 1)))

+
∞
∑

i=1

(8i− 4)φs(n)c
2(P s

t + P s
r )l(

√
2c((k + d)(i− 1

2
)

−1)) = b′7(P
p
t + P p

r )(kc)
−α + b′′7 (P

s
t + P s

r )φs(n)(kc)
−α.

Next, we want to bound the signal received from the trans-
mitter. We observe first that the distance between the trans-
mitter and the receiver is at most

√
2c(d + 1). Hence, the

signal S(d) at the receiver can be bounded by

S(d) ≥ P p
t l(

√
2c(d+ 1)) ≥ P p

t (1 +
√
2c(d+ 1))−α.

Finally, by combing S(d) and I(d), the lower bound of
the rate that a primary transmission pair can achieve can

be derived as follows (b′′′7 is a constant):

G(d) = log

(

1 +
S(d)

N0 + I(d)

)

≥ log

(

1 +
P p
t (1 +

√
2c(d+ 1))−α

N0 + I(d)

)

≥ b′′′7 P p
t (1 +

√
2c(d+ 1))−α ≥ b7P

p
t d

−α,

when choosing k = Θ((P s
r φs(n))

1
α ).

Appendix I: Proof to Lemma 9

Proof. For a given eavesdropper which is intended to
overhear the communication between transmitter u (u ∈
T p) and receiver v (v ∈ Rp), the previous work [11] mainly
utilizes the artificial noise generated by the receiver v to
suppress the SINR at the eavesdropper. In that case, an
active T-R pair mutes other transmissions in the vicinity of
size Θ(d4), where d is the transmission range. In this paper,
we mainly focus on utilizing the artificial noise generated
by secondary nodes to suppress the SINR of eavesdroppers.
Lemma 8 tells us that in the scheduling configuration as
Figure 2, the transmission of secondary nodes does not affect
that of the primary nodes. We assume there is also no active
secondary transmission pairs in the Θ(d4) neighborhood of
an active primary transmission pair. Again, we partition
the network area into disjoint rings with size f(n) where
r1 = Θ(d2) and in this time the transmitter u is at the
center of all the rings. And we categorize all eavesdroppers
into two sets. The first set contains the eavesdroppers which
are in the first ring. The second set contains others. Denote
SINReij as the SINR received by eavesdropper j in the ith
ring, and Ei as the set of eavesdroppers located in the ith
ring. Taking the summation of the SINR received by all the
eavesdroppers, we have,

SINRe ≤
∑

j∈E1

SINRe1j +
+∞
∑

i=2

∑

j∈Ei

SINReij .

The SINR of the eavesdroppers in the first set can be bounded,

SINRe1j ≤ P p
t l(Xu, Xe)

P p
t l(Xu,Xv) +

∑

v′∈Rs

P s
r l(X ′

v, Xe)
,

where by Lemma 8, we know the term
∑

v′∈Rs

P s
r l(X

′
v, Xe) in

the denominator is a constant. The SINR of the eavesdrop-
pers in the second set is,

SINReij ≤
b′8P

p
t r

−α
i−1

1
2
φs(n)f(n)P s

r r
−α
1

≤ 2b′8P
p
t

φs(n)f(n)P s
r

(i− 1)−
α
2 .

where b′8 = Θ(k + d) = Θ(k) is the reciprocal of the ratio
of active secondary regions and represents the effect of mute
regions of other transmitters. So the total SINR can be
bounded as,

SINRe ≤2f(n)φe(n)
P p
t l(Xu, Xe)

P p
t l(Xu,Xv) +

∑

v′∈Rs

P s
r l(X ′

v, Xe)

+

+∞
∑

i=2

2f(n)φe(n)
2b′8P

p
t

φs(n)f(n)P s
r

(i− 1)−
α
2

=
4b′8φe(n)P

p
t

φs(n)P s
r

+∞
∑

i=1

i−
α
2 .
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