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Abstract: Thanks to vast improvements in wide-area network performance and powerful yet 
low-cost computers, Grid computing has emerged as a promising attractive computing paradigm. 
Computational Grids aim to aggregate the power of heterogeneous, geographically distributed, 
multiple-domain-spanning computational resources to provide high performance or 
high-throughput computing. To achieve the promising potentials of computational Grids, an effec-
tive and efficient scheduling system is fundamentally important. Scheduling systems for tradition-
al distributed environments do not work in Grid environments because the two classes of envi-
ronments are radically distinct. Scheduling in Grid environments is significantly complicated by 
the unique characteristics of Grids. This survey focuses on the design of scheduling systems for 
computational Grids. First, this survey investigates challenges for designing scheduling system for 
computational Grids. Second, a Grid scheduling framework and a common Grid scheduler archi-
tecture are proposed. Next, a comprehensive taxonomy for describing Grid scheduling systems is 
also presented. Finally, a number of representative Grid scheduling systems are surveyed in detail.  

Keywords: Grid computing, Computational Grid, Parallel Computing, Cluster Computing, 
Information Collection, Grid Scheduling, Taxonomy 

1 Introduction 

Thanks to vast improvements in wide-area network performance and powerful yet low-cost computers, Grid 
computing has emerged as a promising attractive computing paradigm. Computational Grids aim to aggregate the 
power of heterogeneous, geographically distributed, multiple-domain-spanning computational resources to provide 
high performance or high-throughput computing. To achieve the promising potentials of computational Grids, an 
effective and efficient scheduling system is fundamentally important. 

Scheduling systems for traditional distributed environments do not work in Grid environments because the two 
classes of environments are radically distinct. Scheduling in Grid environments is significantly complicated by the 
heterogeneous and dynamics nature of Grids. Compared to traditional scheduling systems for distributed environ-
ments, such as clustering computing, Grid scheduling systems have to take into account diverse characteristics of 
both various Grid applications and various Grid resources. The different performance goals also place great impacts 
on the design of scheduling systems. To overcome the heterogeneous and dynamic nature of Grids, the information 
service plays a highly important role. A successful scheduling system should accommodate all these issues. 

This survey focuses on the design of scheduling systems for computational Grids. First of all, challenges for de-
signing scheduling systems in Grid environments are investigated. Then, we propose a Grid scheduling framework 
which is useful for guiding the design. A common Grid scheduler architecture is discussed with the aim at having 
insight into possible components for Grid scheduling. A set of taxonomies describing Grid scheduling systems is 
presented. Finally, a group of representative Grid scheduling systems are surveyed in detail. 

1.1 Grid Computing 

The term Grid comes from an analogy to a power Grid. When you plug an appliance into a receptacle, you ex-
pect that you will be supplied with electricity of correct voltage, whereas you needn’t care where the power comes 
from and how it is generated. In mid-1990s, inspired by the pervasiveness, reliability, and ease of use of electricity, 
Foster et al [5] began exploring the design and development of an analogous computational power Grid for 
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wide-area parallel and distributed computing. 

Since Grid computing is still emerging, the concept of Grid computing itself is evolving. The definition given by 
Foster [1],[5],[10] is widely accepted and frequently referred. According to Foster, Grid computing strives to aggre-
gate diverse, heterogeneous, geographically distributed and multiple-domain-spanning resources to provide a plat-
form for transparent, secure, coordinated, and high-performance resource-sharing and problem solving. The re-
sources that Grid computing is attempting to integrate are various. They include supercomputers, workstations, da-
tabases, storages, networks, software, special instruments, advanced display devices, and even people. 

Based on Web Service, the Open Grid Services Architecture (OGSA) [10] [26] and its associated implementation, 
the Globus toolkit [4] [25], are becoming the de facto standard of Grid service and Grid environment for application 
development, respectively.   

Grid computing is a promising paradigm with the following potential advantages.. 

 Exploiting underutilized resources 

Studies have shown that most low-end machines (PCs and workstations) are often idle: utilization is as low as 
20% [68]. And even for servers only 50% of their capacity is utilized [68]. Grid computing provides a platform to 
exploit these underutilized resources and thus has the possibility of increasing the efficiency of resource usage. A 
simple case is that we can run a local job on a remote machine elsewhere in the Grid if the local machine is busy.  

 Distributed supercomputing capability 

The parallel execution of parallel applications is one of the most attractive features of computational Grids. A 
wide spectrum of applications is parallel in nature and these applications are intended to be computation-intensive. 
In Grid systems, there are a large number of computational resources available for one parallel application, such that 
different jobs within the application can be executed simultaneously on a suite of Grid resources.  

 Virtual organizations for collaboration 

Another important contribution of Grid computing is to enable the collaboration among wider-area members. 
Grid computing provides the infrastructure to integrate heterogeneous systems to form a virtual organization. Under 
the virtual organization, sharing is not limited to computational resources, but also includes various resources, such 
as storages, software, databases, special equipments, and so on. Furthermore, the sharing is more direct through us-
ing the uniform interfaces. Although sharing in a virtual organization is quite direct, security and local policy are 
guaranteed. Local resources are protected securely against those who are not authorized to access.  

 Resource balancing 

After joining a Grid, users will have a dramatically larger pool of resources available for their applications. 
When the local system is busy with a heavy load, part of the workloads can be scheduled to other resources in the 
Grid. Thus the function of resource balancing is achieved. This feature proves to be invaluable for handling occa-
sional peak loads on a single system.  

 Reliability 

High-end conventional computing systems use expensive hardware to increase reliability.  In the future, Grid 
computing provides a complementary approach to achieving high-reliability nevertheless with little additional in-
vestment. The resources in a Grid can be relatively inexpensive, autonomous and geographically dispersed. Thus, 
even if some of the resources within a Grid encounter a severe disaster, the other parts of the Grid are unlikely to be 
affected and remain working well. 

1.2 Grid System Taxonomy 

Grid computing is still a very general concept. Different institutes or organizations devise different Grid systems 
to meet their specific needs. Grid computing can be used in a variety of ways to address various kinds of application 
requirements.  

According to the distinct targeted application realms, Grid systems can be classified into three categories. But 
there are actually no hard boundaries between these Grid categories. Real Grids may be a combination of two or 
more of these types. The three categories of Grid systems are described below. 



Technical Report Shanghai Jiao Tong University 
 

 3

 Computational Grid 

A computational Grid is a system that aims at achieving higher aggregate computational power than any single 
constituent machine. According to how the computing power is utilized, computational Grids can be further subdi-
vided into distributed supercomputing and high throughput categories. A distributed supercomputing Grid exploits 
the parallel execution of applications over multiple machines simultaneously to reduce the execution time. A high 
throughput Grid aims to increase the completion rate of a stream of jobs through utilizing available idle computing 
cycles as many as possible.  

 Data Grid 

A data Grid is responsible for housing and providing access to data across multiple organizations. Users are not 
concerned with where this data is located as long as they have access to the data. For example, you may have two 
universities doing life science research, each with unique data. A data Grid would allow them to share their data, 
manage the data, and manage security issues. European DataGrid [41] Project is one example of Data Grids. 

 Storage Grid 

A storage Grid attempts to aggregate the spare storage resources in Grid environments and provides users trans-
parent and secure storage services.  

On the other hand, Grids can be built in all sizes, ranging from just a few machines in a department to groups of 
machines organized as hierarchy spanning the world. Grids can be classified into three categories according to the 
topology of Grid. The relationship between the three Grid topologies is illustrated in Figure 1-1. 

 IntraGrid 

A typical intraGrid topology exists within a single organization. The single organization could be made up of a 
number of computers that share a common security domain, which are connected by a private high-speed local net-
work. The primary characteristics of an intraGrid are a single administrative domain and bandwidth guarantee on the 
private network. Within an intraGrid, it is easier to design the scheduling system, since an intraGrid provides a rela-
tively static set of computing resources and communication capability between machines.  

 ExtraGrid 

An extraGrid couples two or more IntaGrids. The extraGrid typically involves more than one administrative do-
mains, and the level of management complexity increases. The primary characteristics of an ExtraGrid are dispersed 
security, multiple domains, and remote/WAN connectivity. Within an ExtraGrid, the resources become more dy-
namic. A business would benefit from an ExtraGrid if there was a business initiative of integrating with external 
trusted business partners.  

 InterGrid 

An InterGrid has an analogy with the Internet. It is the most complicated form of Grid topology. The primary 
characteristics of an interGrid include dispersed security, multiple domains and WAN connectivity. A business may 
deem an InterGrid necessary if there is a need for a collaborative computing community, or simplified end to end 
processes with the organizations that will use the interGrid.  
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Figure 1-1: IntraGrid, ExtraGrid, and InterGrid [2] 

Both the targeted application realms and Grid topology will fundamentally impact the design and development 
of Grid systems. In this survey, we speak of scheduling in the context of computational Grids since we will concen-
trate on the problem of scheduling user applications for execution on a suite of computational resources.  

1.3 Terminologies 

The scheduling problem in parallel environments has been an active research topic, and therefore many termi-
nologies have been suggested. Unfortunately, some of the terms are neither clearly stated nor consistently used by 
different researches, which frequently makes readers confused. For clear discussion in this survey, some key termi-
nologies are re-defined. 

Application and Job 
Grid application: A Grid application is a collection of jobs coordinated to solve a certain problem. In other words, 

a Grid application may consist of a number of jobs, either dependent or independent, that together fulfill the whole 
task. 

Job: A job is considered as a single unit of work within a Grid application. It is typically allocated to execute on 
one single computational resource in the Grid. It has input and output data, and execution requirements in order to 
complete its task. 

Site 
We consider a site as a computational resource that can interact with Grid schedulers directly and accept work-

loads from the schedulers. A site may be a simple personal machine, a workstation, a supercomputer, or a cluster of 
workstations. From a scheduler’s a view of point, a site is an atomic resource unit that can be allocated to applica-
tion jobs. 

Processing node 
A processing node (also referred as computing node or computational node) means different things under differ-

ent environments. Under the context of Grid environments, a processing node is a site. However, in the context of 
Cluster environments, a processing node means a stand-alone computer.  

SISD, SIMD, MISD and MIMD 
SISD, SIMD, MISD, and MIMD are the acronyms of Single-Instruction Single-Data, Single-Instruction Multi-

ple-Data, Multiple-Instruction Multiple-Data and Multiple-Instruction Multiple-Data, respectively. According to 
Flynn’s taxonomy [73], computer architectures can be classified into these four categories in terms of the control 
flows and data flows.  

 SISD: a single instruction flow operates on a single data flow. This describes the sequential processing 
techniques. 

 SIMD: a single instruction flow operates on multiple data flows simultaneously. 



Technical Report Shanghai Jiao Tong University 
 

 5

 MISD: multiple instruction flows operate on single data flow simultaneously. It seldom appears in real ar-
chitectures. 

 MIMD: multiple instruction flows operate on multiple data flows simultaneously. 

SIMD and MIMD are two widely-used classes of parallel computing architectures.  

1.4 Problem Formulation  

A scheduler is the mediate resource manager as the interface between the consumers and the underlying re-
sources, as illustrated in Figure 1-2. Scheduling is a core function of resource management systems.  

 

Figure 1-2: Scheduler Function 

In a distributed environment, on one hand, there is a suite of computational resources interconnected by net-
works; on the other hand, there is a group of users who will submit applications for execution on the suite of re-
sources. The scheduling system of such a distributed computing environment is responsible for managing the suite 
of resources and dealing with the set of applications. In face of a set of applications waiting of execution, the sched-
uling system should be able to allocate appropriate resources to applications, attempting to achieve some perfor-
mance goals.  

In traditional parallel computing environments, the scheduling system is made much simpler due to the uniform 
characteristics of both the target applications and the underlying resources. However, a computational Grid has more 
diverse resources as well as more diverse applications.  

According to GGF’s Grid scheduling dictionary [27], the Grid scheduler is responsible for:  

(1) Discovering available resources for an application  

(2) Selecting the appropriate system(s), and  

(3) Submitting the application. 

In brief, Grid scheduling is a software framework with which the scheduler collects resource state information, 
selects appropriate resources, predicts the potential performance for each candidate schedule, and determines the 
best schedule for the applications to be executed on a Grid system subject to some performance goals. 

In principle, scheduling in Grids means two things: ordering and mapping. When there are more than one appli-
cations waiting for execution, ordering is performed in order to determine by which order the pending applications 
are arranged. Ordering is necessary if applications with priority or deadline are involved. Mapping is the process of 
selecting a set of appropriate resources and allocating the set of resources to the applications. For each mapping, the 
performance potential is estimated in order to decide the best schedule. 

In general, a scheduling system of Grid computing environments aims at delivering better performance. Desira-
ble performance goals of Grid scheduling includes: maximizing system throughput [35], maximizing resource utili-
zation, minimizing the execution time [21] and fulfilling economical constraints [20]. 

Policy

Scheduler

Resources

Consumers
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1.5 Organization of the Paper 

The remaining part of the survey is organized as follows. Section 2 reviews the scheduling systems for tradition-
al distributed-memory parallel environments ( in this survey, clusters are selected for discussion). In Section 3, first 
the challenges for Grid scheduling are investigated. Second, a Grid scheduling framework and a common Grid 
scheduler architecture are proposed. Finally, the procedure and the strategies of Grid scheduling are discussed. Sec-
tion 4 provides a comprehensive taxonomy of Grid scheduling systems. In Section 5, a group of representative ex-
isting scheduling systems for Grids is discussed in detail. I summarize and discuss future work in Section 6.  

2 Traditional Parallel Scheduling Systems 

Before going deeper into Grid scheduling, the scheduling systems of traditional parallel computing should be 
examined. Because of its high importance, the scheduling problem for parallel systems has been the research topic 
of a large body of work.  

2.1 Traditional Parallel Systems 

Traditionally, parallel computing systems can be classified into two categories: parallel shared-memory super-
computers and clusters of workstations. In recent years, more and more expensive parallel supercomputers are being 
replaced by clusters. Clusters can provider similar or even better performance compared to parallel supercomputers, 
while clusters cost much less. Clusters have become the low-cost and standard platforms for parallel computing.  

A cluster is a collection of stand-alone computing nodes (usually low-end systems, such as PCs) which are in-
terconnected by a high-speed system area network, and work together as a single integrated computing system [37]. 
Such a cluster is administrated by a single entity which has complete control over all the computing nodes. One 
popular implementation is a cluster with nodes running Linux as the OS and Beowulf software (both free software) 
to support the parallelism. The common architecture of clusters is shown in Figure 2-1.  

  

Figure 2-1: Typical Cluster Architecture [37]  

 

Thus in this survey, we consider a cluster as the representative of traditional parallel computing systems. Cluster 
scheduling is discussed in the remaining part of this section. 

Clusters are organized into a master-slave model. The master node is responsible for accepting jobs and sched-
uling these jobs onto the slave nodes to execute. A slave node is a stand-alone computer, which has its own CPU, 
memory, and operating system. The slave nodes are responsible for executing jobs and returning the results to the 
users. The slave nodes are usually interconnected by a high-speed network allowing low-latency, high-bandwidth 
inter-processor communications.  

Typically, inter-processor communication is implemented by message-passing mechanisms, such as PVM [69] 
and MPI [70]. A cluster is suitable to run both sequential jobs and parallel jobs. The parallelism of a parallel applica-
tion is designed by programmers based on message passing mechanisms. The parallel execution on a cluster requires 
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the rum-time library support of PVM or MPI.  

2.2 Cluster Scheduling  

As shown in Figure 2-2, the cluster scheduling system has a master-slave architecture. The master node receives 
jobs from clients, and puts them in a queue first. Hence the master node has the overall information of all the sub-
mitted jobs. It is the master node’s responsibility to schedule the jobs waiting in the queue onto to the slave nodes 
for execution. Hence the master node acts as the scheduler as well. 

 

Figure 2-2: Cluster Scheduling Architecture 

In cluster computing, all slave nodes are typically uniform in terms of CPU speed, memory size, and network 
bandwidth. And the set of slave nodes is usually fixed. Every node in the cluster is dedicated to cluster computing. 
The underlying interconnection network is private and high-speed, such that the communication between every pair 
of nodes can be guaranteed in most cases. The master node is fully in charge of the fixed set of slave nodes which 
can be allocated to jobs. When making scheduling decision, the scheduler concerns the availability of each slave 
node only. Once a slave node completes executing a job, it reports its availability to the scheduler. Hence at any time 
the scheduler knows the overall information of the fixed set of slave nodes.  

In general, each job specifies its resource requests in a script file which the scheduler will interpret. A parallel job 
may consist of several subjobs, each of which is expected to run on a separate slave node. Resource requests of a job 
include the number of nodes and expected running time. Such resource requirements are typically provided by the 
programmers.  

The scheduler may perform ordering on the pending jobs in the queue. The algorithms used to guide the ordering 
operation vary from cluster to cluster. The algorithms frequently used include: First-Come-First-Serve, Mini-
mal-Request-Job-Fist, Shortest-Job-First, Backfill [37] and so on. After ordering, the job waiting in head of the 
queue is considered to schedule next. Based on the job’s resource request, the scheduler selects the requested num-
ber of slave nodes for the job, and later allocates the job onto the set of selected slave nodes. After all the subjobs 
complete their execution, the result of the job is written into a file on the master node and later this file is sent to the 
client who submitted the job.  

The performance goals of the scheduling systems for clusters are usually system-centric. Desired cluster perfor-
mance goals include maximizing throughput and maximizing resource utilization. 

2.3 Characteristics of Cluster Scheduling 

The characteristics of cluster scheduling highly result from the characteristics of cluster computing environments. 
The characteristics of cluster environments and cluster scheduling methods are discussed concisely in the following: 

Homogeneity of resources and applications: Because of the homogeneity of computing nodes, the estimation 
of execution time of a job on a computing node is greatly simplified. Since a cluster has a similar group of users, 
applications from these users have similar structures and resources requirement models.  

Dedicated resources: Most clusters only span one single administrative domain. Both the computing nodes and 

High-speed Network 

Master Node / scheduler 

Slave Nodes 

Job Submission 

Clients 
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the interconnection network in a cluster are dedicated to the purpose of cluster computing. Hence the behavior of 
both the computing nodes and the communication capacity are easy to predict. Some researchers have worked on 
scheduling in non-dedicated workstation clusters. Each node may share the spare cycles with others while the node 
has an individual owner. 

Centralized scheduling architecture: In a cluster, the function of scheduling is performed by centralized entity 
in the cluster. The centralized scheduler has a complete control over all computing nodes and the overall information 
about the pending jobs. Thus the scheduler can schedule jobs onto the cluster effectively and efficiently.  

High-speed interconnection network: Due to the sufficient bandwidth provided by high-speed private inter-
connection network, the local of computing nodes are not critical.  

Monotonic performance goal: There is one single performance goal for the whole cluster. The operations of 
scheduling are oriented to approach the performance goal. The scheduling design is simplified due to the monotonic 
performance goal. 

In summary, scheduling systems for cluster environments can provide a basis, but not a complete solution to the 
scheduling problem for Grid systems. However, cluster computing management software including the scheduling 
function will necessarily be part of the local resource management solutions. Grid scheduling systems should be able 
to cooperate with these local cluster schedulers to form a wider scheduling system. In other words, a point of a grid 
could be a cluster. 

3 Grid Scheduling: Challenges, Framework and Architecture 

The initial approaches to designing Grid scheduling systems are based on those methodologies for cluster sched-
uling. But the assumptions made in cluster environments do not hold in Grid environments any longer. Computa-
tional Grids have much in common with clusters, both of which are distributed parallel computing environments, yet 
differ significantly from clusters in many important ways. Consequently, poor performance will be experienced if 
we apply cluster scheduling to Grid computing environments. 

Before we attempt to develop Grid scheduling systems, the challenges posed by Grid environments should be 
carefully examined. Later a scheduling framework is proposed which is believed to be useful for guiding the design 
of Grid scheduling. A common architecture of Grid scheduler is scratched at the end of this sector. 

3.1 Challenges for Grid Scheduling 

Although a Grid also falls into the category of distributed parallel computing environments, it has a lot of unique 
characteristics which make the scheduling in Grid environments highly difficult. An adequate Grid scheduling sys-
tem should overcome these challenges to leverage the promising potential of Grid systems, providing 
high-performance services. 

The grand challenges imposed by Grid systems are examined in detail in the following: 

 Resource Heterogeneity  

A computational Grid mainly has two categories of resources: networks and computational resources. Heteroge-
neity exists in both of the two categories of resources. First, networks used to interconnect these computational re-
sources may differ significantly in terms of their bandwidth and communication protocols. A wide-area Grid may 
have to utilize the best-effort services provided by the Internet. Second, computational resources are usually hetero-
geneous in that these resources may have different hardware, such as instruction set, computer architectures, number 
of processor, physical memory size, CPU speed, and so on, and also different software, such as different operating 
systems, file systems, cluster management software, and so on. The heterogeneity results in differing capability of 
processing jobs. Resources with different capacity could not be considered uniformly. An adequate scheduling sys-
tem should address the heterogeneity and further leverage different computing power of diverse resources.  

 Site autonomy  

Typically a Grid may comprise multiple administrative domains. Each domain shares a common security and 
management policy. Each domain usually authorizes a group of users to use the resources in the domain. Thus ap-
plications from non-authorized users should not be eligible to run on the resources in some specific domains.  
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Further more, a site is an autonomous computational entity. A shared site will result in many problems. It usually 
has its own scheduling policy, which complicates the prediction of a job on the site. A single overall Performance 
goal is not feasible for a Grid system since each site has its own performance goal and scheduling decision is made 
independently of other sites according to its own performance goal. 

Local priority is another important issue. Each site within the Grid has its own scheduling policy. Certain classes 
of jobs have higher priority only on certain specific resources. For example, it can be expected that local jobs will be 
assigned higher priorities such that local jobs will be better served on the local resources. 

Most traditional schedulers are designed with the assumption of having complete control of the underlying re-
sources. Under this assumption, the scheduler has adequate information of resources and therefore effective sched-
uler is much easier to obtain. But in Grid environments, the Grid scheduler has only limited control over the re-
sources. Site autonomy greatly complicates the design of effective Grid scheduling. 

 Resource Non-dedication 

Because of non-dedication of resources, resource usage contention is a major issue. Competition may exist in 
both computational resources and interconnection networks. Due to the non-dedication of resources, a resource may 
join multiple Grids simultaneously. The workloads from both local users and other Grids share the resource concur-
rently. The underlying interconnection network is shared as well. One consequence of contention is that behavior 
and performance can vary over time. For example, in wide area networks using the Internet Protocol suite, network 
characteristics such as latency and bandwidth may be varying over time. Under such an environment, designing an 
accurate performance model is extremely difficult.  

Contention is addressed by assessing the fraction of available resources dynamically, and using this information 
to predict the fraction available at the time of application to be scheduled. With quality-of-service (QoS) guarantees 
and resource reservation provided by the underlying resource management system, predicting resource performance 
is made easier. A scheduler can regard the fraction of those resources that are protected by OoS guarantees as “dedi-
cated” (contention-free) at the guaranteed level. Schedulers must be able to consider the effects of contention and 
predict the available resource capabilities. 

 Application diversity  

The problem arises because the Grid applications are from a wide range of users, each having its own special 
requirements. For example, some applications may require sequential execution, some applications may consist of a 
set of independent jobs, and others may consist of a set of dependent jobs. In this context, building a gen-
eral-purpose scheduling system seems extremely difficult. An adequate scheduling system should be able to handle a 
variety of applications. 

 Dynamic behavior 

In traditional parallel computing environments, such as a cluster, the pool of resources is assumed to be fixed or 
stable. In a Grid environment, dynamics exists in both the networks and computational resources. First, a network 
shared by many parities cannot provide guaranteed bandwidth.  This is particularly true when wide-area networks 
such as the Internet are involved. Second, both the availability and capability of computational resources will exhibit 
dynamic behavior. On one hand new resources may join the Grid, and on the other hand, some resources may be-
come unavailable due do problems such as network failure. The capability of resources may vary overtime due to 
the contention among many parties who share the resources. An adequate scheduler should adapt to such dynamic 
behavior. After a new resource joins the Grid, the scheduler should be able to detect it automatically and leverage the 
new resource in the later scheduling decision making. When a computational resource becomes unavailable resulting 
from an unexceptional failure, mechanisms, such as checkpointing or rescheduling, should be taken to guarantee the 
reliability of Grid systems. 

These challenges pose significant obstacles on the problem of designing an efficient and effective scheduling 
system for Grid environments. Some problems resulting from the above are not solved successfully yet and still 
open research issues. As a result, new scheduling frame work must be developed for Grids, which should reflect the 
unique characteristics of Grid systems. 

3.2 Grid Scheduling Framework 

A complete Grid scheduling framework comprises application model, resource model, performance model, and 



Technical Report Shanghai Jiao Tong University 
 

 10

scheduling policy. An application model extracts the characteristics of applications to be scheduled. A resource 
model describes the characteristics of the underlying resources in Grid systems. A performance model is responsible 
for predicting the performance potential of a schedule. The prediction is usually based on the prediction of the be-
havior of a specific job on a specific computational resource. Scheduling policy is responsible for deciding how 
applications should be executed and how resources should be utilized.  

The effectiveness of Grid scheduling systems is highly based on the development of an adequate scheduling 
framework for computational Grids. Developing an efficient scheduling framework is difficult. The hardship results 
from both the heterogeneity of Grid resources and the diversity of Grid applications.  

3.2.1 Grid Application Model 

The Grid application model is used to describe the characteristics of Grid applications. The model should be able 
to parameterize a user application to form a description of the application as the input to the performance model. 
Characteristics of applications can be viewed from many aspects. In the following, let’s examine some of them.  

Application flow 

If you want to take advantage of parallel execution, you must determine whether the application can be executed 
in a parallel way. An application flow reflects the inter-job precedence.  

An application flow is the flow of work among its constituent jobs. Through determining the application flow, 
we can better allocate the application on a Grid environment for execution. There are three basic types of application 
flow that can be identified. 

 Parallel flow 

In this case, there is an initial job, followed a number of parallel jobs. And finally an ending job is responsible 
for collecting the results of each job. Each job in the set of parallels jobs may receive a discrete set of data, and ful-
fills its computational task independently and delivers its output. Parametric study [21] is a case of parallel flow 
application. Applications with parallel flows are well suited for deployment on a Grid. Data-parallel applications 
have parallel flow.  

 

 

Figure 3-1: Parallel Flow [2] 

 Serial flow 

In contrast to the parallel flow, a serial application flow has a single thread of job execution where each of the 
subsequent jobs has to wait for its predecessor to end and deliver output data as input to the next job. This means 
any job is a consumer of its predecessor, the data producer. In this case, the advantages of running in a Grid envi-
ronment are not based on access to multiple systems in parallel, but rather on the ability to use any of several appro-
priate and available resources. 
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Figure 3-2: Serial Flow [2] 

 Networked flow 

The networked flow is the type that we encounter in really applications. As shown in Figure 3-3, certain jobs 
within the application are executable in parallel, but there are interdependences between them. In the example, jobs 
B and C can be launched simultaneously, but they heavily exchange data with each other. Job F cannot be launched 
before B and C have completed, whereas job E or D can be launched upon completion of B or C, respectively. Fi-
nally, job G collects all output from the jobs D, E, and F, and its termination and results then represent the comple-
tion of the Grid application.  

 

 

Figure 3-3: Networked Flow [2] 

Job flow 

As discussed above, a job is the unit of work that will be allocated to a site. A job may further have a work flow, 
called job flow, in which there exists another level of parallelisms. The job flow reflects how a single computational 
site processes the job. Parallelism in a single job is much finer grained than that of an application. In principle, the 
parallelism in a job should be utilized by the local computational resources. For example, an SIMD supercomputer is 
suitable to execute jobs with SIMD type of parallelisms. This will be discussed in more detail in the following.  

 

Figure: 3-4 Job Flow [2] 

Level of parallelism  

Parallel executing is an important approach to reducing the execution time of computation. Careful studies show 
that parallelism exists in different levels. Let’s take a closer look at the parallelism level. 
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Figure 3-5: Parallelism Levels [37] 

As shown in Figure 3-5, there are possibly four levels of parallelisms. First, we speak of application-level paral-
lelism if an application consists of a set of parallel jobs. This level of parallelisms is so-called coarse-grained and 
implemented in the context of Grid scheduling. The parallelisms of application level are usually designed by appli-
cation developer. Second, we speak of process-level parallelism if a job consists of a set of parallel processes. Pro-
cess-level parallelisms are medium-grained and implemented by resources manage software, such as operating sys-
tems and cluster management software (e.g. PBS). This level of parallelisms is usually designed by programmers. 
Finally, there are still two lower levels of parallelisms: Instructor-level and hardware-level parallelism. We do not 
concern the two lower of parallelism in the context of Grid scheduling.  

Parallel Application’s Representation 

Generally, A complex parallel application can be represented by a directed acyclic graph (DAG) G=(V,E) where 
V is a set of v=|V| nodes and E is a set of e=|E| directed edges. A node in the DAG represents a job which will be 
executed in the one processing node. The weight of a node is called the computation cost. The edges in the DAG 
correspond to the communication and precedence constraints among the nodes. The weight of an edge is called the 
communication cost of the edge. The precedence constraints of a DAG dictate that a node cannot start execution 
before it gathers all of the data from its preceding nodes. The communication cost between two jobs assigned to the 
same processor is assumed to be zero. 

Applications Classification 

1. Batch vs. Interactive 

Applications can be classified into two categories according to whether the jobs will require further interaction 
with users after submission for execution.  

 Batch 

A batch application is submitted for execution and is processed without any further interaction from the User. In 
general, a batch application is well suited for deployment in a Grid environment. 

 Interactive 

An interactive application needs user’s input after which the application can continue its execution. There would 
be many considerations and issues involved in the development and deployment of such interactive job within a 
Grid environment.  

2. Real-time vs. non real-time 

Applications are classified into two categories: realtime and non real-time, according to whether the application 
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specifies a deadline by which the application must complete its execution. 

 Real-time 

All real-time applications define a deadline by which they have to complete executing. When real-time applica-
tions are involved in scheduling, the performance goal is usually the completion before the predefined deadline. In 
some real-time systems, if an application could not be completed before its deadline, severe results would follow. 
This is called a hard real-time application. 

 Non Real-time 

In general, a non real-time application does not care the deadline. Users with such applications usually submit 
applications to the Grid system, and get the results back at a later time. They may more concern other performances, 
such as cost.  

3. Priority  

Priority is a common technique in scheduling. A set of applications assigned with priorities will be scheduled 
based on not only the objective performance but also the relative weighting of their priorities. In a preemptive sys-
tem, an application with a low priority may be preempted from execution by another application with a higher prior-
ity.  

Application description granularity  

The application description will be used as the input to the performance model. Thus the granularity of the ap-
plication description partially determines the quality of performance prediction of the application. The description of 
an application and its constituent jobs can either fine-grained or coarse-grained. A coarse-grained application de-
scription is described in a high level, and provides little information of the application. Whereas, a fine-grained ap-
plication description lists the detailed information of the application and its constituent jobs. For example, a fi-
ne-grained application description may include the job dependency, the data size that should be transfer from one 
node to anther, the parallelism type of each job, and so on. Much detailed information of applications helps to obtain 
much better matches with the underlying resources, and hence more accurate performance predictions. 

3.2.2 Grid Resource Model 

The Grid resource model is responsible for specifying the characteristics of Grid resources. Resources in a Grid 
environment may be dramatically heterogeneous. They may differ from each other in many aspects, such as whether 
they are dedicated to a Grid, whether a resource is time shared, etc.  

For a computational resource, we concern its capability. We used to measuring its capability by its CPU speed. 
But in effect, the capability of a computational resource varies relatively with respect to different kinds of jobs. The 
capability of a computational resource for a specific job depends on many things: CPU speed, memory size, the de-
gree of match between the parallelism type supported by the resource and the parallelism type that one job has.  

Supported Parallelism Type  

Every kind of computational resource may be suitable for a class of parallelism types. As pointed out previously, 
there are needs on a match between the parallelism type requested by a job and the parallelism type supported by the 
computational resource. If the match is perfect, the job’s performance would be optimized. Otherwise, the job’s per-
formance would be decreased. Different parallel machines have been designed, such as SIMD, MIMD, vector com-
puters, pipelining systems, and so on, each of which is corresponding to one parallelism type exhibited by a job.  

Resource Classification 

1. Time-shared vs. non- time-shared 

In a time-shared resource, multiple jobs are running concurrently, each executing for a time-slice in turn. A 
time-shared resource delivers differing performance with respect to the current workload on the resource. It is rela-
tively difficult to make a performance prediction for a job on such a computational resource. When time-shared re-
sources are involved, we would like to determine the capability available to a given job, such as memory size, per-
centage of available CPU, etc. 
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In a non-time-shared resource, one job is executed at a time. That means the computational resource receives one 
job only at a time, and processes jobs one by one. Alternatively the computational resource queues job locally and 
executes jobs one by one. It is relatively easier to make a performance prediction for a job on such a computational 
resource since only one job is running on the resource at a time. When a non-time-shared resource is involved, we 
prefer determining the time that it will be available to a given job.  

2. Dedicated vs. non-dedicated 

Depending on the ownership or its purpose, Grid resources can be divided into two categories: dedicated and 
non-dedicated resources. A dedicated resource is fully deployed for purpose of use in a specific Grid. A dedicated 
receives workloads only from a single Grid.  

In contrast, a non-dedicated resource may participate in multiple Grids at the same time. Thus a non-dedicated 
resource will receive workloads from multiple Grids as well as local users. Due to the potential contention, the state 
information of these resources, such as CPU workloads, available memory sizes and bandwidth of network, is vary-
ing over time, and hence accurate performance predicting for non-dedicated resources is a hard issue. In a Grid en-
vironment, non-dedicated resources are targeted to leverage the abundant computing cycles available to provide high 
computing power without additional financial investment. These resources have their own workloads. 

3. Preemptive vs. non-preemptive: 

In a preemptive computational resource, a running job can be preempted from execution. Preemption is useful in 
priority-based or real-time systems. For example, when a pending job’s deadline is approaching, it is necessary to 
preempt one running job whose deadline is much looser and assign the resource to that job. As a result of preemp-
tion, the scheduling is much complicated.  

A non-preemptive computational resource does not allow preemption, i.e., once a job is started on such a re-
source, the job cannot be preempted until its completion.  

Resource description granularity 

In general, the resource information is an important part of the input data to the performance model. Similar with 
the situation for application descriptions, the description of a Grid resource can be either fine-grained or 
coarse-grained. A coarse-grained description may tell the OS type, hardware architecture only. But a fine-grained 
resource description lists all detailed information related to the resource. For example, a fine-grained resource de-
scription may include the CPU speed, the number of CPUs，memory size, parallelism type supported, and so on. 
Clearly, a fine-grained resources description is of much help to the performance prediction.  

It should be noticed that the accurate descriptions may not be provided by the resources themselves, Instead, the 
information service infrastructure in a Grid environment is widely exploited to provide such information.  

3.2.3 Performance Model 

The performance model the most complicated part of a scheduling framework. Basically, a performance model 
takes into account the application description and the resource description, and estimates the performance potential 
for each schedule, according to the performance goal defined in the scheduling policy. A performance model seeks 
to obtain as accurate as possible performance prediction for each schedule of a set of jobs mapping to a set of re-
sources. A performance model is usually application-specific, meaning that it is desired that the performance knows 
some knowledge about the applications such as typical application flows. 

The Grid scheduler selects a set of feasible resources for a set of jobs and forms a list of candidate schedules. 
The performance potential of each schedule is measured according to the performance model. The quality of per-
formance prediction provided by performance model has a significant impact on the effectiveness of the scheduler. 
Grid performance models must be sufficiently complex to represent the phenomena of both the applications and the 
resources.  

For example, one class of applications consists of two jobs: A and B. A must complete before it communicates 
with B. A performance model is established to predict the execution time of the application.  
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Under the performance model, the execution time can be expressed as follows: 

ExecTime=CompTime(A) + CommTime(A-B) + CompTime(B) 

Where CompTime(A) and CompTime(B) represent the estimated computation time of job A and B on some 
computational resources, respectively, and CommTime(A-B) provides the estimated communication time between 
job A and B over some communication channel.  

Dynamic Information 

In Grid environments, computation time may depend upon CPU load, and communication time may depend up-
on available network bandwidth. Thus a more accurate performance model should leverage this dynamic infor-
mation to provide much closer estimation compared to the real performance.  

Adaptation 

A performance model can be adapted to reflect the characteristics of applications and execution environments. 
For example, the performance model described above may not work well if that application allows overlapped 
communication and computation. An adequate performance model should be adaptive and reflect the particular 
characteristic of the application. If the communication and computation could be overlapped, the following estima-
tion would be much appropriate: 

ExecTime=MAX{ CompTime(A), CommTime(A-B), CompTime(B) } 

Adaptation can also be used to weight the relative impact of the performance activities represented in a perfor-
mance model. For example, if our example application is compute-intensive, it may be very important to derive an 
accurate model for CompTime(A) and CompTime(B), and less important to derive an accurate model application 
execution time. 

3.2.4 Scheduling policy  

The scheduling policy determines how an application should be scheduled and how the resources should be uti-
lized. Most importantly, the scheduling policy is responsible for defining the performance goals for the Grid system. 
Based on the performance model, the performance potential of each candidate schedule is computed. According to 
the performance goal, the schedule which will produce the best performance potential is selected. Other responsibil-
ity of scheduling policy may include the constraint that local jobs should have high priority of using local resources. 
The scheduling policy has relatively direct impact on the design of the performance model.  

As for the performance goals, two different classes are commonly targeted. First, Grid users concern the perfor-
mance of applications. Second, Grid administrator or resource owner may concentrate on the overall utilization of 
the whole system. We’d like to term these two conflicting classes of performance goals: application-centric and sys-
tem-centric, respectively.  

In the following, some common performance goals in both classes are listed: 

1. application-centric 

An application-centric scheduling policy seeks to optimize the performance of each individual application. 

- Execution time: the time duration spent executing the job.  
- Waiting 

time
 

- Speedup: the ratio of time spent executing the job on the original platform to time spent executing the job 
on the Grid.  

A B 
Comm
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- Turnaround time: also called response time. It is defined as the sum of waiting time and execution time.  
- Job slowdown: it is defined as the ratio of the response time of a job to its actual run time. 

2. System-centric  

- Throughput: 



 

- Utilization:  
- Makespan: the makespan of a set of jobs is defined as the spanning time before the completion of the last 

job.  
- Flow time: the flow time of a set of jobs is the sum of completion time of all jobs.  
- Average application performance. 

3.3 A Common Grid Scheduler Architecture 

In this subsection, a common Grid scheduler architecture is given. The functionalities of the components that 
comprise the overall Grid architecture are explained. Also, the interactions between these components are discussed.  

Before presenting the Grid scheduler architecture, it is beneficial to investigate the physical architecture of a 
computational Grid as shown in Figure 3-6. A computational Grid typically spans multiple administrative domains. 
Every domain has its own administrative and security policy. A domain may have one or several sites which are typ-
ically connected by local high-speed network. A site may be a stand-alone workstation, a supercomputer, or even a 
cluster of workstations controlled by some cluster management software. The interconnection network is used to 
interconnect all the resource from every domain. The interconnection network may be a wide-area network, such as 
the Internet, or a dedicated private connection link. Shared wide-area network provides varying performance, which 
is difficult to predicate the communication performance. 

 

Figure 3-6: Computational Grid Physical Architecture 

 

Figure 3-7 depicts a common architecture of a Grid scheduler.  

 
Interconnection Network 
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Site n-1 
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Domain C
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Figure 3-7: A Common Grid Scheduler Architecture 

Real resources lie on the bottom of the architecture in the figure, each being managed by a Local Resource 
Manager (LRM). An LRM is responsible for: 

- processing low-level resource requests, by executing a job that satisfy that request;  

- enabling remote monitoring and management of jobs created in response to a resource request; and  

- updating the information service with information about the current availability and capabilities of the re-

sources that it manages.  

An LRM serves as the interface between a Grid scheduler and a local autonomous site being able to process 
low-level resource request. Grid Resource Allocation Management (GRAM) from Globus [4] [25] is a good exam-
ple of LRM.  

Information service (IS) component is responsible for maintaining the current state information of resources, 
such as the CPU capacity, memory size, network bandwidth, software availability, and so on, and answering to que-
ries for acquiring information about Grid resources. To overcome the heterogeneous and dynamics nature of Grid 
environments, efficient information service plays a particularly important role in the Grid scheduling system. An 
adequate scheduler must incorporate the current information of resources when making scheduling decisions. Glo-
bus Meta Director Service (MDS) [24] and Network Weather Service (NWS) [28] are two mature examples that 
provide information service.  

User applications are fed into the Grid scheduling system through the interface Application Profiling (AP). As 
discussed previously, the application description specifying the characteristics of applications is necessary for accu-
rate performance prediction. There are two ways to obtain the application description. One way is to obtain it from 
the users’ specification. The other way is to use the application profiling to extract the characteristics such as the 
parallelism type and inter-job dependency. 

Analytical Benchmarking (AB) component provides a measure of how well a computational resource performs 
on a given job. The execution time of a given job varies with the capability of resources. Thus basically, the AB 
component provides a performance estimation of a given job on a specific computational resource.  

 Grid Scheduler (GS) is the core component in the architecture. The GS needs to do two jobs: one is resource 
selection and the other one is mapping. Resource selection is the process of selecting feasible and available re-
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sources for a given application to be scheduled. Mapping is the process of placing the jobs and communications of 
the application onto the resources and networks. Each mapping of jobs to feasible resources produces a candidate 
schedule. Each candidate schedule is then estimated for its performance potential based on the performance model.  

Resource Allocation (RA) component implements a finally-determined schedule through allocating the resources 
to the corresponding jobs. Resource allocation may involve data staging and binary code transferring before the job 
starts execution on the computational resource.  

The common Grid scheduler architecture provides a high-level view of Grid schedulers. Not all existing Grid 
scheduling systems have corresponding components that appear in the architecture. But every component seems 
necessary for any comprehensive Grid scheduling systems.  

3.4 Grid Scheduling Procedure  

Through above discussion, it is quite clear that the Grid scheduling procedure roughly comprises four phases: 
information collection, resources selection, job mapping and resource allocation.  

1. Information Collection 

Information Collection is the basis for providing current state information of the resources. It should be per-
formed during the whole course of system running. A scheduling system can either construct its own information 
collection infrastructure, or employ existing information service systems, such as MDS and NWS. It is desired that 
the overhead introduced by the process of information collection is as small as possible. 

2. Resource Selection 

In principle, resource selection is performed in two steps. In the first step, the initial filtering is done with the 
goal of identifying a list of authorized resources that is available to a given application. Possibly, the initial list of 
authorized resources can be further refined by filtering according to the coarse-grained application requirements, 
such as hardware platform, operating system, minimum memory and disk space.  

In the second step, those resources are aggregated into small collections such that each collection is expected to 
provide performance desired by the given application. The number of ways that the resources could be aggregated 
would be extremely large when the number of feasible resource is large. To overcome the complexity, different heu-
ristics may be introduced.  

3. Mapping 

The third phase involves mapping the given set of applications onto a set of aggregated resources including both 
the computational resources and network resources. This is a well-know NP-complete problem and various heuris-
tics may be used to reach a near-optimal solution. The effort of mapping in conjunction of resource selection pro-
duces a set of candidate schedules. Once the set of candidate schedules is ready, the scheduler starts to select the best 
schedule subject to the performance goal, based on mechanisms provided by the performance model.  

4. Resource Allocation 

Resource Allocation involves implementing the determined schedule. The job of resource allocation is per-
formed by the resource allocation component introduced in Section 3.4.  

3.5 Grid Scheduling Strategies 

The scheduling problem for Grid environments is so complicated due to heterogeneous and dynamic nature of 
Grid resources besides the diversity of Grid applications. A variety of strategies have been developed to increase the 
effectiveness and efficiency of Grid scheduling. 

Mapping heuristics 

Given an application consisting of n jobs, either independent or dependent, and a set of heterogeneous resources, 
the problem of mapping the n jobs into the m resources subject to some criteria is a well-known NP-complete prob-
lem [63] . Due to the complexity, a large number of heuristics techniques have been proposed (refer to [63]).  
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As for an application consisting of n independent jobs, Braun et al. [38] conducted a comparison study on the 
mapping heuristics. The mapping heuristics discussed includes: Opportunistic Load Balancing, User-Directed As-
signment, Fast Greedy, Min-min, Max-min, Greedy, Genetic Algorithm, Simulated Annealing, Genetic Simulated 
Annealing, Tabu, and A*.  

As for an application consisting of n dependent jobs specified by a directed acyclic graph (DAG), Kwok etc. [62] 
conducted a comprehensive survey on the problem of mapping DAGs to processors. Most scheduling heuristics are 
based on the so-called list scheduling technique.  The basic idea of list scheduling is to make a scheduling list by 
assigning them some priorities, and then repeatedly execute the following two steps until all the nodes in the graph 
are scheduled: (a) remove the first node from the scheduling list; (b) allocate the node to a processor which allows 
the earliest start-time. The heuristics appearing in that survey are: Highest Level First, Longest Path, Longest Pro-
cessing Time, Critical Path, and so on. 

In general, these heuristics make different assumptions in order to make the scheduling effective. These assump-
tions, such as uniform job execution times, zero inter-job communication, contention-free communication, and full 
connectivity of parallel processors, does not hold in Grid environments. Thus when designing mapping algorithms 
based on these heuristics, careful modifications are necessary according to the characteristics of both Grid applica-
tions and Grid resources.  

Resource reservation 

The ability to determine if the desired set of resources is available at some time in the future is useful for sched-
uling. However, in general, a reservation-based strategy is limited due to the fact that currently deployed local re-
source management solutions do not support reservation. As a further step, Grid resources can be “reserved” in ad-
vance for a designated set of jobs. Such reservations operate much like a calendaring system used to reserve confer-
ence rooms for meetings. It must be able to remove or suspend jobs that may be running on any machine or resource 
when the reservation period is reached. This is done to meet deadlines and guarantee quality of service.  

Rescheduling 

After an application was scheduled, the performance of the application may not approach the desired perfor-
mance due to the dynamic nature of the resources. It may be profitable to re-schedule the applications during execu-
tion to maintain good performance. At the minimum, an adequate Grid scheduler should acknowledge the resource 
failure and re-send lost work to a live computational resource. In summary, rescheduling is done to guarantee the 
job’s completion and performance goal’s achievement. 

Rescheduling is an important issue for Grid schedulers, but no current system implements a complete set of re-
scheduling features. A mature scheduler with rescheduling should be able to adjust current schedules, move jobs 
from poorly performing nodes, and recover from failures.  

Job Monitoring, Checkpointing and Migrating 

To enable the important feature of rescheduling, three techniques, i.e., job monitoring, checkpointing and mi-
grating, are highly important. 

Job monitoring is responsible for detecting alert situations that could trigger a migration. This information is re-
ported to the re-scheduler, which evaluates whether a migration is necessary, and in that case, decides a new alloca-
tion for the job.  

Checkpointing is the capability of capturing periodically a snapshot of the state of a running job, which enables a 
job to be restarted from that state in a later time in case of migration. Checkpointing is beneficial for enabling us to 
resume a job instead of re-running it after its long execution. The main migration policies considered include per-
formance slowdown, target system failure, job cancellation, detection of a better resource, etc. 

3.6 Evaluation Criteria for Grid Scheduling Systems 

In fact, it is quite difficult to make a comparison among different Grid scheduling systems, since each of them is 
suitable for different situations. For different Grid scheduling systems, the class of targeted applications and Grid 
resource configurations may differ significantly. In this subsection, a number of evaluation criteria for Grid schedul-
ing systems are proposed. 
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 Application Performance Promotion 

It involves reviewing how well the applications can benefit from the deployment of the scheduling system in the 
Grid environment.  

 System Performance Promotion 

The criterion of system performance promotion concerns how well the whole Grid system can benefit. For ex-
ample, how much the utilization of resources is increased by, and how much the overall throughput gains.  

 Scheduling Efficiency 

It is desired that the Grid scheduling system can always produce good schedules. However, it is also required 
that the scheduling system should introduce additional overhead as low as possible. The overhead introduced by the 
scheduling system may exist in the information collection, the mapping process, and the resources allocation. 

 Reliability 

A reliable Grid scheduling system should provide some level of fault-tolerance. A Grid is a large collection of 
loosely-coupled resources, and therefore it is inevitable that some of the resources may fail due to diverse reasons. 
The scheduler should handle such frequent resource failures. For example, in case of resource failure, the scheduler 
should guarantee an application’s completion.  

 Scalability 

Since a Grid environment is in nature heterogeneous and dynamic, a scalable scheduling infrastructure should 
maintain good performance with not only increasing number of applications, but also increasing number of partici-
pating resources with diverse heterogeneity.  

 Applicability to applications and Grid environments  

A scalable Grid scheduling system should be able to accommodate both a wider diversity of applications and a 
variety of Grid environments.  

When designing the scheduling infrastructure of a Grid system, these criteria are expected to receive careful 
consideration. Emphasis may be laid on different concerns among these evaluation criteria according to practical 
needs in real situations.  

4 Grid Scheduling Taxonomy 

There have been a number of efforts attempting to design scheduling systems for Grid environments, each hav-
ing its unique features. A comprehensive set of taxonomies is proposed in this section. The taxonomies are defined 
by many aspects of Grid scheduling systems. The set of taxonomies allows us to have a closer look at those features 
of interest related to Grid scheduling.  

4.1 Knowledge of Application 

 Application-level scheduling 

The application-level scheduling scheme makes use of knowledge of applications as much as possible. Such kind 
of scheduling results in custom schedulers for each application attempting to maximize application performance, 
measured as runtime or speedup, with little regard to overall system performance. The complexity of applica-
tion-level scheduling is the order of applications considered. AppLeS is a scheduling system that uses the applica-
tion-level scheduling scheme [21].  

 Resource-level scheduling 

Resource-level scheduling does not use much knowledge of Grid applications. In this scheme, applications nei-
ther specify resource requirements nor provide application characteristics. Generally, a scavenging Grid aiming at 
leveraging the idle computing power will use this scheduling scheme. Condor is an example which uses re-
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source-level scheduling [33].  

 

Figure 4-1: Knowledge of Applicaition 

4.2 Inter-job Dependency 

Given an application, the constituent jobs may either dependent or independent. The mapping algorithms for a 
set of independent jobs differ significantly from those for a set of dependent jobs. An application with a set of jobs is 
usually represented by a DAG. The mapping algorithms for a set of dependent jobs are more complicated.  

 

Figure 4-2: Job Dependency 

Among existing Grid scheduling systems, some are intended to deal with application with independent jobs for 
simplifying the application model. Nimrod-G and Legion are two examples [21] [31] [32].  

4.3 Information Service 

The scheduler determines the state information of all the resources in a Grid system through the information ser-
vice before making a scheduling decision. Different scheduling systems construct quite different structures to pro-
vide information service. Roughly, there are three categories as shown in Figure 4-3. 

 

Figure 4-3: Inforamtion Service Organization 

 Centralized  

Under a centralized scheme, there exists a single centralized entity that maintains the state information of all re-
sources. The centralized entity traverses every resource to get the most update state information periodically and 
keeps the information in its storage, waiting for queries issued by the schedulers. A centralized scheme is not scala-
ble because it introduces the risk of single point of failure. Furthermore, a centralized entity may become the per-
formance bottleneck when the entity can not afford a large number of resources and possible queries. Therefore, a 
centralized scheme is only suitable for small scale Grids. Globus MDS [24] is one example using centralized 
scheme. 
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 Decentralized 

Within this scheme, every resource is responsible for maintaining its current state information locally, and an-
swering queries from different clients. A decentralized scheme may not efficient due to the amplified quantity of 
queries. However the decentralized scheme is more reliable because the risk of single point of failure is removed 
through distributing the responsibility evenly to every resource. Although the decentralized scheme is suitable for 
large scale Grids, the large overhead should be carefully considered. NWS [28] uses the decentralized scheme.  

 Hybrid  

Using the hybrid scheme, resources are aggregated into several groups. Within each group, the centralized 
scheme is applied. Thus each group has one representative entity which is in charge of the information of all re-
sources in its group. Over the groups, the decentralized scheme applies. This scheme is the most practical method 
for real wide-area Grid systems.  

4.4 Online vs. Batch-mode 

The scheduling can be performed in either online or batch mode. In the online mode, an application is scheduled 
onto resources as soon as it arrives at the scheduler. In the batch mode, an application is not scheduled onto re-
sources when it arrives, and instead it will be hold in a queue that is examined for scheduling at prescheduled times 
called scheduling events. The online scheme considers an application for scheduling only once, whereas the 
batch-mode scheme considers an application for scheduling at each scheduling event until it is completed.  

 

Figure 4-4: Scheduling Time 

The scheduling overhead of the online scheme is much greater than that of the batch-mode scheme, because 
whenever the scheduling is performed, resource information should be retrieved and the scheduling procedure 
should be executed. So the online scheme is more suitable for systems with low arrival rates such that an application 
need not wait until the next scheduling event to begin its execution.  

4.5 Scheduler Organization 

The Grid scheduler organization can be classified into three categories: centralized, decentralized, and hierar-
chical.  

 

Figure 4-5: Scheduler Organization 

 Centralized  

In the centralized scheme, all user applications are sent to the centralized scheduler. There is a queue in the cen-
tralized scheduler for holding all the pending applications. When a user application is submitted to the scheduler, it 
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may not be scheduled at once. Instead, it will be put in the queue, waiting for scheduling and resource allocation. 
Typically, each site neither maintains its queue nor performs any scheduling decision. A site receives jobs from the 
scheduler and executes them.  

The centralized scheme is not very scalable with increasing number of resources. The central scheduler may 
prove to be a bottleneck in some situation. For example, if the scheduler is cut off due to a network failure, system 
availability and performance will be greatly affected. As an advantage, the scheduler is conceptually able to produce 
very efficient schedules, because the central scheduler has an overview on the available resources and on pending 
applications.  

 

 

Figure 4-6: Centralized Scheduling [23] 

 Decentralized  

As depicted in Figure 4-7, a decentralized scheme distributes the responsibility of scheduling to every site. Each 
site in the Grid acts as both a scheduler and a computational resource. User applications are submitted to the local 
Grid scheduler where the applications originate. The local scheduler is responsible for scheduling its local applica-
tions, thus it possibly maintains a local queue to hold its own pending applications. Meanwhile, it should be able to 
respond to other schedulers’ requests by acknowledging or denying it.  

Since the responsibility of scheduling is distributed, the failure of a single scheduler does not affect others’ 
working. So the decentralized scheme delivers better fault-tolerance and reliability than the centralized scheme. But 
the lack of a global scheduler, which knows the information of all applications and resources, usually results in low 
efficiency. Nevertheless, different scheduling policies on the local sites are possible. Therefore, site-autonomy can 
be achieved easily as the local schedulers can be specialized for the site owner’s needs  

 

Figure 4-7 Decentralized Scheduling [23]  

 Hierarchical 
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In the hierarchical scheme, the scheduling process is shared by different levels of schedulers. As shown in Figure 
4-8, the higher-level schedulers manage larger sets of resources and lower-level schedulers manage smaller sets of 
resources. A higher-level scheduler has no direct control of a resource if there is one lower-level scheduler between 
the higher-level scheduler and the resource. A higher-level scheduler can only consider the capability of the set of 
resources managed by a lower-level scheduler as a whole entity, and utilizes the capability through invoking the 
lower-level scheduler.  

 

 

Figure 4-8: Hierarchical Scheduling [23] 
Compared with the centralized scheduling, hierarchical scheduling addresses the scalability and the problem of 

single-point-of-failure. Nevertheless, it also retains some of the advantages of the centralized scheme. One of the 
issues with the hierarchical scheme is that it does not provide site autonomy yet. This might be a severe drawback in 
real Grid environments  

4.6 Rescheduling 

Rescheduling is an important technique used to enhance system reliability and flexibility. As show inFigure 4-9, 
Grid scheduling systems can be classified into two categories: one with re-scheduling support and the other without 
re-scheduling function.  

 

Figure 4-9: Re-scheduling Capability 

4.7 Scheduling Policy 

The scheduling policy determines how the scheduling should be performed. The performance goal defined in the 
scheduling policy plays a particularly important role in a Grid scheduling system. According to the different perfor-
mance goals, the scheduling systems can be classified into three categories: application centric, system-centric and 
economy-based, as shown in Figure 4-10. 

Re-scheduling 
Support 

Not Support 
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- 

Figure 4-10: Performance Orientation 

 Application-centric  

Scheduling systems that fall in application-centric category try to favor the performance of individual applica-
tions. Typical performance goals sought by application-centric scheduling systems include minimizing execution 
time, maximizing the speed-up, etc. For example, an application-centric scheduling system will exploit a greedy 
mapping algorithm, which allocates the application to the resources that are likely to produce the best performance, 
without considering the rest of pending applications. 

 System-centric  

A system-centric scheduling system concerns the overall performance of the whole set of applications and the 
whole Grid system. The performance goals desired by a system-centric typically include resource utilization, system 
throughput, and average application response time. In a system-centric scheduling system, the process of ordering 
on the pending applications is usually performed in order to achieve a higher system-centric performance.  

 Economy-based  

An economy-based scheduling system introduces the idea of market economy. Under this scheme, scheduling 
decisions are made based on the economy model. The economy model defines: each application has the desired QoS, 
such as execution time and deadline, and the cost that the application will pay for the desired QoS; each resource is 
specified by its cost and the capacity. For each application, it wants to get as higher QoS as possible with the budget 
constraint. For each resource, it wants to get profit as much as possible by keep itself busy. Nimrod-G [20] is a 
scheduling system which exploits the idea of economy mechanism.  

5 Existing Grid Scheduling Systems 

To date, there have been a number of exciting initial efforts at developing scheduling systems for Grid environ-
ments. In this section, we focus on a representative group of these pioneering efforts to illustrate the state-of-the-art 
in Grid schedulers. It is often difficult to make comparisons between distinct efforts because each scheduler is usu-
ally developed for a particular system environment with different assumptions and constraints. In the following sec-
tion, I attempt to outline the features of each system and summarize their advantages and drawbacks. Also how does 
they fit the taxonomy. 

5.1 Information Collection Systems 

The information service infrastructure plays a particularly important role in a scheduling system. Meta Director 
Service (MDS) from Globus and Network Weather Service (NWS) are two popular systems serving to provide the 
information publication and collection of resources in a grid system.  

5.1.1 MDS (Meta Directory Service) 

The Globus Metacomputing Directory Service (MDS) [24] provides is a LDAP-based information service infra-
structure for computational Grids. It is used to collect and publish status information of Grid resources. Examples of 
the information that can be retrieved from an MDS server include operating system type, processor type and speed, 

Performance 
orientation 

System-centric 

Application-centric 

Economy-based 
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number of processors, and available memory size of resources. . 

 

 

Figure 5-1: MDS Architecture 

The MDS architecture is shown in Figure 5-1. Each GRIS (Grid Resource Information Service) is responsible for 
monitoring one resource and keeping all the current configuration, capabilities, and status of the resource. A GRIS 
can be queried for the information of a local resource. Each GIIS provides a means of aggregating information from 
several GRISs to present an information pool for a set of resources. Different GIIS can be further aggregated to 
manage more integrated information of a larger set of resources.  

Thus, MDS provides a hierarchical method for providing information service in a Grid system, which is scalable 
and efficient. As a limitation, MDS can only provide current state information of the resources.  

5.1.2 NWS (Network Weather Service) 

The Network Weather Service (NWS) [28] is a distributed system that monitors and forecasts the performance of 
network and computation resources. Examples of the information that can typically be retrieved from an NWS serv-
er include the fraction of CPU available to a newly started process, the available memory size, and the bandwidth 
with which data can be sent to a remote host. 

GRIS 

 

GRIS GRIS GRIS GRIS GRIS 

GIIS GIIS 

GIIS 
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Figure 5-2: NWS Architecture[28] 

 

Figure 5-2 depicts the architecture of Net Weather Service. Each resource has one NWS agent, which consists of 
three components: sensory subsystem, forecasting subsystem and reporting interface. NWS sensors collect the cur-
rent performance that a resource is able to deliver at present. The collected performance data from sensors is input to 
the forecasting subsystem, and based on the forecasting models, different levels of performance in a future timeslot 
are forecast. Through the report interface, the predicted resource performance can be retrieved.  

To avoid becoming a bottleneck of a system, the NWS does not have a centralized node that has the overall in-
formation of all the resources. The responsibility of information service is distributed to every resource. Superior to 
MDS, NWS provides not only the current performance information, but also the predicted performance information 
for a future timeslot which is more beneficial for estimating the performance behavior of a job running on the re-
source.  

5.2 Conder 

Condor [35] aims to increase utilization of workstation by hunting idle workstations for sharing job execution. 
Figure 5-3 shows the Condor scheduling structure. 
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Figure 5-3: The condor Scheduling Structure[35] 

 

Condor follows an approach to scheduling that lies between the centralized and decentralized scheme. For in-
formation collection, on one hand, Condor employs a Coordinator responsible for managing the set of available idle 
workstations. For scheduling jobs, on the other hand, each workstation itself is responsible for maintaining the local 
queue of jobs to be run and scheduling the jobs onto idle workstations for execution. 

Condor is capable of checkpointing and job migrating, which are important features for rescheduling. In Condor, 
a remote job can run on a workstation only when the workstation is idle, that is, the workstation has no local work-
load. Once a workstation has its own workload, the remote job currently running on the workstation is preempted. 
With the help of checkpointing, the preempted job can be rescheduled to another idle workstation to resume its job, 
such that the previously accomplished results can be utilized.  

The performance goal of Condor is to maximizing the throughput of the system, which is system-centric. The 
target applications of Condor are independent, non-realtime batch jobs. The underlying resources are homogeneous, 
preemptive, non-dedicated, and non-time-shared. The description of resources is coarse-grained since only the 
availability of workstations is considered. 

Condor supports site autonomy. However, communication overhead of transferring a job is not considered. It is 
only suitable for WAN-based environment.  

5.3 Condor-G 

A newly proposed version of Condor, Condor-G [29], leverages the advantages of both condor and Globus 
Toolkit [4] [25]. Figure 5-4 shows the scheduling structure of Condor-G. Globus Toolkit is a software infrastructure 
for setting up a Grid environment across multiple administrative domains, which supports resources management, 
secure file transfer, information discovery and secure authentication and authorization in such a Grid environment. 
Based on Condor, Condor-G makes use of the mechanisms provided by Globus Toolkit to cross the boundaries of 
real institutions, aiming at utilizing the idle workstations among these institutions. Also the job creation, job moni-
toring and result collection are heavily relied on the GRAM (Grid Resource Access Management) component of 
Globus.  

In condor-G, each Job Submission Machine constructs a GridManager locally which manages local jobs, re-
trieves the available resources, and schedules the jobs onto the feasible resources. GSI (Grid Security Infrastucture) 
mechanism of Globus is used by GridManager to do authentication and authorization with remote resources. Infor-
mation collection of resources is based on MDS (Meta Directory Service) mechanism of Globus, which is in princi-
ple centralized. 



Technical Report Shanghai Jiao Tong University 
 

 29

 

Figure 5-4: Condor-G scheduling Structure [29] 

The problem of scheduling a set of dependent jobs is solved by Condor-G by designing the local GridManager 
with the coordinating function. Thus the applications running on Condor-G is more fine-grained compared to that of 
Condor. 

Resource heterogeneity is allowed in Condor through deploying the standard resource manager on resources. 
The computational resources in Condor could vary from workstations to clusters. But the description of resources 
remains coarse-grained.  

Similar with Condor, Conder-G has the performance goal as maximizing the utilization of resources. Condor-G 
is resource-fault tolerant, meaning that it is able to cope with the resource failure. Condor-G allows inter-domain 
operation on remote resources that require authentication.  

5.4 AppLeS 

AppLeS [21] is an agent-based scheduling system for Grid environments, which targets to promote the perfor-
mance of every individual application. 



its performance goal is specified by the application itself.  
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The Network Weather Service (NWS) is used to provide dynamic information of resources and predict 

the resource load for the time frame in which the application will be scheduled. The User Interface pro-

vides specific information about the structure, characteristics and current implementations of the applica-

tion and its jobs, as well as information on the user’s criteria for performance, execution constraints, and 

preferences. Finally, Models provide a repository of default application class models and applica-

tion-specific models to be used for performance estimation.  

class
















Where MasterComp, SlaveCompi and ResultGather provide a decomposition of the application execu-

tion behavior. AppLeS seems not to solve the multi-domain problem. Non-dedicated, time-shared re-

sources are involved in AppLeS. In AppLeS, the performance goal is determined by the application itself. 

It is achieved through considering the application profile when selecting resources and making scheduling 

decision.  

AppLeS employs NWS as its information service provider, which has a decentralized organization. 

Since each application has its own scheduler, it is obvious that the scheduler organization of AppLeS is 

evenly decentralized.  

It is not difficult to note that there will be many AppLeS in a system simultaneously, each working on 

behalf on its own application. A worst-case scenario is that all of the AppLeS may identify the same re-

sources as “best” for their applications and seek to use them simultaneously. Recognizing that the targeted 

resources are no longer optimal or available, they all might seek to reschedule their applications on an-

other resource.  

5.5 Legion  

The Legion project [32] [33] from the University of Virginia is an object-based Grid environment, in-

tended to connect a large suite of wide-area computational resources, with the illusion of providing a sin-

gle virtual machine.  

Legion is an object-oriented system consisting of independent disjoint objects that communicate with 

one another via method invocation. Classes define the types of their instances. An object is an instance of 

a class, which is responsible for managing a single resource. For example, HostClass encapsulates ma-



Technical Report Shanghai Jiao Tong University 
 

 32

chine capabilities, e.g., CPU capability and memory size.  

 

 

Figure5-6: Legion Scheduling Architecture [33] 

In Legion, each application is typically scheduled by a customized scheduler associated to it. An ap-

plication is basically also an object, and this object is to be instantiated into several instances. The sched-

uler is responsible for selecting a set of appropriate execution machines and mapping the set of instances 

onto the set of selected machines.  

The Legion scheduling architecture is depicted in Figure 5-6. The Collection acts as a repository for 

information describing the state of the resources comprising the system. The Scheduler computes the 

mapping of instances in a class to resources. At a minimum, the Scheduler knows how many instances of 

each class must be started. The enactor involves implementing a schedule for a class forwarded from the 

scheduler.  

Legion’s targeted applications can be diverse since each application can develop its own scheduler. 

Due to the fact that the scheduler well knows the application-specific knowledge, the scheduler is able to 

produce efficient schedules for the application. The resources that Legion wants to utilize can be also het-

erogeneous. But it seems that Legion does not incorporate the dynamics in network behavior, which will 

lead to a drawback. Legion favors the performance goal of minimizing the execution time of an individual 

application.  

Legion employs a centralized entity for information collection whilst it uses the decentralized scheme 

of scheduler organization. Through job monitoring, Legion is capable of rescheduling. 

5.6 Nimrod-G 

Nimrod [21] is a parametric study system, which uses a simple declarative parametric modeling lan-

guage for expressing a parametric experiment. It has worked successful with a static set of computational 

resources, but is unsuitable as implemented in the large scale dynamic context of computational Grids, 
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where resources are scattered across several domains.  





To overcome that shortcoming, the Nimrod/G [71] [20] makes use of the Globus toolkits for dynamic 

resource discovery and dispatches jobs over computational Grids. Nimrod/G supports an integrated com-

putational economy in its scheduling system. This means that Nimrod/G can schedule applications on the 

basis of deadlines and budget.  

In Nimrod/G, each application has one program and a large set of independent parameters to be studied, 

and hence it has a large number of independent jobs. An application specifies a deadline by which the ap-

plication is expected to complete, and a price which the application owner will pay for the completion of 

the application. Each computational resource is specified a cost which the consumer should pay in order 

to use the resource. Briefly, a parametric study application is performed by Nimrod/G through the fol-

lowing steps: 

1. Discovery: First the number and then the identity of the lowest-cost set of resources able to meet 

the deadline are identified. A cost matrix is used to identify low-cost resources; queries to the 

MDS directory service are then used to determine resource. The output from this phase is a set of 

resources to which jobs should be submitted, ordered by the cost to the application.  

2. Allocation: Jobs are allocated to the candidate resources identified in Step 1.  

3. Monitoring: The completion time of submitted jobs is monitored, hence establishing an execu-

tion rate for each resource. 
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4. Refinement: Rate information is used to update estimates of typical execution times on different 

resources and hence the expected completion time of the job. This refinement process may lead 

us to return to 1. 

The scheme continues until the deadline is met, or the cost budget is exceeded. If the latter occurs, the 

user is advised and the deadline can be modified accordingly.  

In Nimrod/G, the description of each application is coarse-grained. The targeted applications in Nim-

rod/G are specified with deadline and it is possible the deadline may not be met, and therefore they are 

soft realtime applications. The description of each resource is also coarse-grained. These resources are 

non-dedicated, timeshared and across multiple administrative domains.  

Nimrod/G uses a hierarchical scheme of information service and a decentralized scheme of scheduler 

organization. Nimrod/G is useful for parametric study applications. Thus, the classes of applications sup-

ported are limited. It should be noted that in order to make the economy-based scheduling mechanism 

practically work, much work is still to be done. 

5.7 Summary  

The section is summarized in Table 5-1. This table is not intended to make a complete listing for each 

scheduling system, but extracts some features of interest for comparative purpose.  

 

System 
Developer 

and year 
Resources Applications Scheduling policy Scheduling 

Condor 

University 

of Wiscon-

sin, Madi-

son (1988) 

Single-domain 

Grid, 

Non-dedicated, 

Non-time-shared 

Single-job 

Application 

System-centric, 

Maximizing 

Throughput 

Centralized Information Ser-

vice, 

Decentralized Scheduler Or-

ganization,  Reschedul-

ing-supported 

Condor-G 

University 

of Wiscon-

sin, Madi-

son (2001) 

Multi-domain 

Grid, 

Non-dedicated, 

Non-time-shared 

Single-job 

Application 

System-centric, 

Maximizing 

Throughput 

Centralized Information Ser-

vice, 

Decentralized Scheduler Or-

ganization, Reschedul-

ing-supported 
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AppLeS 

University 

of Califor-

nia, San 

Diego 

(1996) 

Single-domain 

Grid, 

Non-dedicated, 

Time-shared  

Diverse Ap-

plications 

Application-centric, 

Flexible 

Decentralized Information 

Service, 

Decentralized Scheduler Or-

ganization, Reschedul-

ing-supported 

Legion 

University 

of Virginia 

(1998) 

Single-domain 

Grid 

Non-dedicated, 

Time-shared 

Diverse Ap-

Plications 

Application-centric, 

Minimizing Execu-

tion Time 

Centralized Information Ser-

vice, 

Decentralized Scheduler Or-

ganization, Reschedul-

ing-supported 

Nimrod/G 

Monash 

University, 

Australia 

(2000) 

Multi-domain 

Grid, 

Non-dedicated, 

Time-shared 

Soft Re-

al-time, Para-

metric Study

Economy-based 

Centralized Information Ser-

vice, 

Decentralized Scheduler Or-

ganization, 

Non-rescheduling-supported 

Table 5-1 Comparisons of Scheduling Systems 

6 Conclusion and Future Work 

6.1 Conclusion 

As Grid computing becomes increasingly important, more and more efforts are focusing on the sched-

uling systems in Grid environments. The goal of this survey is to investigate issues and methods for de-

signing effective and efficient scheduling systems for Grid environments.  

The survey reviews the scheduling systems for cluster environments and shows that cluster scheduling 

systems cannot be applied to the Grid environments. On one hand, the Grid environments exhibit hetero-

geneous and dynamic characteristics, which cluster environments do not have. On the other hand, Grid 

environments are intended to execute much diverse applications compared to the cluster environments. 

First, we investigate the challenges for designing scheduling systems in Grid environments, which are 

posed by the unique characteristics of Grid environments. The challenges include resource heterogeneity, 

site-autonomy, dynamic resource behavior, and application diversity. Next, a Grid schedule framework is 

proposed which consists of resource model, application model, performance model and scheduling policy. 

The framework is useful for guiding the design of a Grid scheduling system. Third, a common Grid 

scheduler architecture is presented. The architecture specifies different components each of which repre-

sents a necessary function for Grid scheduling. Next, the Grid scheduling procedure and strategies are 
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discussed. Finally, some criteria for evaluating Grid scheduling systems are proposed.  

A group of comprehensive taxonomies are defined by different aspects which outline the features of 

interest in Grid scheduling systems. At last, we survey a set of representative Grid scheduling systems. 

The survey shows that existing scheduling systems have many limitations. Each system may only work 

well under restricted system configurations, and apply to a limited body of applications.  

6.2 Future Work 

The research topic of Grid scheduling is quite young. No very successful scheduling systems has been 

proposed and reported, and a few proposed scheduling systems have many limitations. Therefore I believe 

that with the development and popularity of Grid computing, much work must be done in order to enable 

grid computing to be a real platform delivering high-performance services.  

An idea has formed in my brain. Observe that all existing Grid scheduling systems have one common 

limitation: they all assume a flat organization, meaning that the scheduler has direct communication with 

each computational resource and therefore can allocate jobs to each resource directly. But it may not be 

the case in real environments. I believe that in the near future, many organizations may construct its local 

computational Grid to aggregate underutilized resources. Such a local Grid is based on high-speed local 

network, and therefore a centralized scheme should be successfully suitable for the local Grid. It is rea-

sonably expected that parties outside the organization should not have direct access to the local resources; 

instead, they should utilized the local Grid through one entry point.  

 

 

Figure 6-1: Two-level Grid Scheduling System 

In such a context, a two-level Grid scheduling system will be very suitable. At the low level, a cen-

Local Grid 

Local Grid

Local Grid 

Centralized Scheduling 

Decentralized Scheduling 

 
Interconnection Network 
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tralized scheme is used, while at the high-level, a decentralized scheme is used. Under this configuration, 

an application is submitted to the local Grid scheduler first. The local scheduler will then have two choic-

es for handling the application: one is to schedule the application to the local resources, and the other one 

is to contact the other “local Grid scheduler” to determine whether it is beneficial to execute the applica-

tion in a remote Grid.  

Here are potential advantages of such a two-level Grid scheduling system.  

1. Local resources are better protected since they are invisible outside the local Grid. It is only through a 

single point that the local Grid can be accessed.  

2. Some local resources may be inaccessible in nature. For example, a machine with a private IP cannot 

be directly accessed by others. Therefore, such a resource cannot participate in a flat-organization 

Grid as is assumed by previously proposed scheduling systems. A two-level Grid scheduling mecha-

nism overcomes this issue since others can utilize it though the local Grid scheduler which is globally 

visible.  

3. Domain-autonomy is better realized. Each Local Grid can place its own scheduling policy.  

Here are some research issues of such a two-level Grid scheduling system. 

1. When application-centric performance goals such as execution time are concerned, how to predict the 

performance potential of an application on a remote Grid?  

2. The factor of communication capability between two local Grids should be carefully incorporated 

when making a scheduling decision.  

3. Whether co-allocation is possible? A co-allocation refers to allocating jobs of an application over 

several Grids simultaneously for execution.  

In summary, such a two-level Grid scheduling system seems practical, beneficial, and flexible. There-

fore it is worth conducting a research for it.  
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