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a b s t r a c t

Neighbor Discovery (ND) plays an important role in the initialization phase of wireless sensor networks. In

real deployments, sensor nodes may not always be awake due to limited power supply, which forms low-

duty-cycle networks. Existing researches on the problem of ND in low-duty-cycle networks are all based on

the assumption that a receiver can receive only one packet successfully at a time. k-Multipacket Reception

(MPR) techniques (i.e., k (k ≥ 2) packets can be successfully received at a time) have shown their significance

in improving packet transmission. However, how MPR can benefit the problem of ND is still unknown. In this

paper, we are the first to discuss the problem of ND in low-duty-cycle networks with MPR. Specifically, we

first present a novel ALOHA-like protocol, and show that the expected time to discover all n − 1 neighbors

is O( n log n log log n
k

) by reducing the problem to a generalized form of the classic K Coupon Collector’s Problem.

Second, we show that when there is a feedback mechanism to inform a node whether its transmission is

successful or not, ND can be finished in time O( n log log n
k

). Third, we point out that lacking of knowledge of n

results in a factor of two slowdown in the two protocols proposed. We also discuss some extensions related

to the protocol’s design and different MPR models. Finally, we evaluate the ND protocols introduced in this

paper, and compare their performance with the analysis results.

© 2015 Elsevier B.V. All rights reserved.
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. Introduction

Wireless Sensor Networks (WSNs) have drawn a lot of researchers’

nterests because of their wide range of applications. In many cases,

ensor nodes are deployed without the support of pre-existing base

nfrastructures, and they need to form a network through their own

ooperation. Neighbor Discovery (ND) is a family of protocols designed

o find nodes’ one-hop neighbors, and is the first step in the initializa-

ion of WSNs. The information acquired through neighbor discovery

rotocols is extremely useful for further operations such as media ac-

ess and routing.

Existing protocols for ND can be classified into three categories:

eterministic protocols [1], multi-user detection-based protocols

2–4], and randomized protocols [5–12]. Deterministic protocols usu-

lly use leaders to schedule all nodes’ transmissions, and multi-user

etection-based protocols identify neighbors by their pre-defined

ignatures. Compared with the first two categories, randomized pro-

ocols are more commonly used to conduct ND. In randomized pro-

ocols, the nodes broadcast discovery messages in randomly chosen
∗ Corresponding author. Tel.: +86-21-34206002.
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ime slots to reduce the possibility of the collision from the other

odes.

Usually the problem of ND is discussed in a synchronous system,

.g., birthday protocols [5]. In birthday protocols each node indepen-

ently chooses to transmit during each slot with probability p and to

eceive with probability 1 − p. By reducing the analysis of birthday

rotocols to the classical Coupon Collector’s Problem, Vasudevan et al.

7] discussed the time complexity of birthday protocols. Many subse-

uent protocols are based on birthday protocols [7–9,12]. For exam-

le, due to the development of Code Division Multiple Access (CDMA)

nd Multiple-Input and Multiple-Output (MIMO), several protocols

dopt the fact that nodes can receive more than one packet simulta-

eously, i.e., Multipacket Reception (MPR), instead of the traditional

ssumption of Single Packet Reception (SPR) [8,12]. Fig. 1 gives an ex-

mple about how the MPR technique can help to accelerate the pro-

ess of ND.

Furthermore, we notice that many existing ND protocols are based

n the assumption that nodes are always awake during the ND pro-

ess. This is unrealistic in WSNs due to the limited power supply. In

SNs, nodes are typically working with a certain duty-cycle (trans-

itting, receiving, and dormancy) to reduce the energy consumption.

few works focus on this problem and analyze the ND in low duty

ycle networks. You et al. [11] discussed the issue of ND process with
ighbor discovery in low-duty-cycle wireless sensor networks, Com-
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Fig. 1. An example of how the ND is conducted in MPR networks. Node A, B, and C are

broadcasting their discovery messages simultaneously. Node X is in the coverage of all

the three nodes. If they are in a SPR network, collision will occur at X. However if they

are in a 3-MPR network, X will successfully receive three nodes’ discovery messages

simultaneously.
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low-duty-cycle nodes and derived an upper bound on the expected

time of ND under the SPR model. Jeon and Ephremides [13] discussed

the issue of physical-layer signal processing to achieve MPR but the

low-duty-cycle scenario was not covered.

Importing MPR technology into the process of neighbor discov-

ery is of great benefit to wireless sensor nodes in terms of reduc-

ing the time needed to finish ND [8,12]. Since the neighbor discover

process can last up to weeks [5], it is still unrealistic to use a pro-

tocol which keeps all nodes awake for weeks (batteries will still be

used up quickly). Even if we omit this extreme case, it is still neces-

sary to deploy a duty-cycled work manner for nodes. In some cases,

all nodes cannot be deployed in one single batch. Hence, it is totally

possible that nodes in the first batch already wasted a lot of energy

before the last batch of nodes is deployed. On the other hand, using

normal ND protocols by forcing all nodes to be awake in the initial

stage is also not a realistic solution. The reason is that switching from

duty-cycled manner to all-awake manner, and then switching from

all-awake manner to duty-cycled manner can be very hard due to the

overall coordination problem in a large network. (Similar issue has

also been discussed in [11].) However, if we deploy MPR techniques

into these nodes, the process can be significantly reduced while re-

taining battery life, since nodes are still operated in a low duty-cycled

manner. There already appeared literatures discussing how to achieve

MPR in sensor nodes at the signal process level (e.g., [13]). Hence, we

think now it is time to study this topic in-depth.

The transition from SPR to MPR in low-duty-cycle WSNs is not

trivial, because nodes act completely different from the SPR scenario.

First, in traditional ALOHA-like protocols (e. g., birthday protocols),

the optimal transmission probability can be easily determined to be

1/n, where n is the clique size [5]. However, it is difficult to derive a

closed form for the optimal transmission probability in k-MPR1 net-

works. Second, previous researches with SPR model are all based on

the assumption that once a node has transmitted its discovery mes-

sage without collision, it will certainly be discovered by all the other

nodes in a clique, which does not hold in low-duty-cycle WSNs. The

reason is twofold. On one hand, it is almost impossible for all nodes

to be awake at a certain time instant in low-duty-cycle networks be-

cause many nodes may be dormant. On the other hand, even if all

nodes happen to be awake, it is still not enough for a node A to trans-

mit its discovery message only once to let all other nodes find it, due

to the reason that there may be more than one node, say m(1 < m ≤
k) nodes (including A), transmitting simultaneously. Since the radios

on sensors nodes are half duplex, n − m nodes can discover A success-

fully , while m − 1 nodes cannot, because they are transmitting.
1 k-MPR means that a receiver can successfully receive at most k(k ≥ 2) packets

simultaneously.

t

t

t

n
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In this paper, we study the problem of ND in low-duty-cycle WSNs

ith k-MPR radios, and conduct in-depth performance analysis on

LOHA-like ND protocols with various extensions. The contributions

f this paper are listed as follows:

• First, to the best of our knowledge, we are the first to consider

the problem of ND using MPR radios in low-duty-cycle WSNs.

We show that MPR can significantly accelerate the ND process,

and thus the duration of ND in low-duty-cycle networks can be

tremendously shortened. We study the ALOHA-like protocol in

k-MPR networks and prove that the expected time needed is

O( n log n log log n
k

), where n is the clique size, by reducing the prob-

lem to a generalized form of K Coupon Collector’s Problem [14].

• Furthermore, when a feedback mechanism is introduced into

the system, we prove that it provides a log n improvement over

the ALOHA-like protocol, i.e., the complexity can be reduced to

O( n log log n
k

).

• We extend our protocols to the case where the clique size n is

unknown and show that it results in a factor of two slowdown.

• We discuss the performance of the protocol in an ideal MPR

model, in which nodes can receive arbitrary packets simultane-

ously.

• In comparison with the normal multi-antenna MPR model, we also

discuss how the protocol works in a multi-channel MPR model.

The rest of this paper is organized as follows. In Section 2, we

resent related works. In Section 3, we describe the model and

nalyze the performance of ALOHA-like protocol in low-duty-cycle

SNs. In Section 4, the case when a feedback mechanism is intro-

uced into the system is discussed. In Section 5, we discuss some re-

ated issues. In Section 6, we validate the theoretical results by simu-

ation. The paper concludes with our future work in Section 7.

. Related works

Many works have focused on the problem of ND and various

rotocols have been proposed and analyzed to adapt to different sit-

ations and assumptions. Basically, protocols of ND can be classified

nto three classes: deterministic protocols [1], multi-user detection-

ased protocols [2–4], and randomized protocols [5–12]. Determin-

stic protocols usually need a leader, which is aware of the whole

opology of the network and schedule the transmitting and receiving

eforehand to total avoid collisions. This kind of scheduling costs a

ot of time and it is hard to implement it in a large scale distributed

ystem. The multi-user detection-based protocols need complicated

ignal processing techniques and require that each node keeps all

ther nodes’ signal signatures, which is unrealistic in many scenarios.

ompared with the previous two kinds of protocols, randomized

rotocols are widely deployed due to their effectiveness and low cost.

The milestone of the randomized protocols of ND is the Birth-

ay Protocol proposed in [5] by McGlynn and Borbash, who consider

he randomized strategy in a synchronous system to avoid collisions

n a clique. In birthday protocol, each node transmits its discovery

essage with probability p and receives other nodes’ messages with

robability 1 − p in a slot. Furthermore, the authors proved that the

ptimal transmission probability p = 1/n, where n is the size of the

lique.

Based on the birthday protocol, Vasudevan et al. [6] proposed

similar randomized strategy when directional antennas are used

nstead of omnidirectional antennas. However the authors only

rovided numerical results, instead of analyzing the expected time

heoretically in this paper. Later in [7], the authors first theoretically

nalyzed the time upper bound of the birthday protocol by reducing

he ND problem to the classical Coupon Collector’s Problem. When

here are n nodes in the clique in a synchronous system, the expected

ime needed to discover all nodes is given by neHn where Hn is the

th Harmonic number. In [7], the authors also proposed methods to
ighbor discovery in low-duty-cycle wireless sensor networks, Com-
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1. Each node chooses to be awake with proba-

bility pw and to be dormant with probabil-

ity 1− pw. Dormant nodes do not transmit

or receive.

2. Awake nodes will independently choose to

transmit with probability pt and receive

with probability pl.

Fig. 2. ALOHA-like protocol.
andle more realistic situations where n is unknown beforehand, the

ystem is asynchronous [10] and a feedback mechanism is introduced

nto the system [9]. Basically, not knowing n beforehand and the

synchronous system leads to no more than a factor of two slow-

own respectively, and there will be a ln n improvement if a feedback

echanism is brought in. In addition, the author also proposed a

ethod to determine when to terminate the ND process when n is

nknown.

Zeng et al. first extended the results of [5,7] to the k-MPR situation.

n contrast to previous works that are all based on the assumption

hat there is a collision if two or more nodes transmit simultaneously

n a clique, k-MPR allows at most k (k ≥ 2) nodes in a clique transmit

imultaneously. The authors proved that the expected time needed to

iscover all nodes is �(nln n/k). Ideally, if k ≥ n, the expected time is

hortened to �(ln n). Similarly, the lack of knowledge of n, the asyn-

hronous system and the import of feedback mechanisms result in

he same factors of slowdown or speedup as they are in [7]. How-

ver, in idealized MPR model, not knowing n leads to a factor of log2n

lowdown.

You et al. [12] considered a different MPR model in comparison

ith [8]. In [12], there are k channels. At each slot each node can

ransmit on one of the k channels or receive on all channels simulta-

eously. As a result a node can receive at most k packets successfully

f k nodes choose mutually exclusive channels to transmit their mes-

ages (note that there is only one channel in [8].). The authors got the

ame time complexity � (nln n/k).

Sun et al. [15,16] proposed a protocol based on ALOHA-like proto-

ols, but significantly mitigated the vital drawback that lies in tra-

itional ALOHA-like protocols. In traditional ALOHA-like protocols,

odes independently choose how to act in a slot randomly, and the

ptimal value of transmission probability is proven to be 1/n where n

s the size of the clique. However this leads to extremely low channel

tility, and the waste of time slots. By introducing a pre-handshaking

trategy, [15,16] tremendously improved the channel utility, and in-

reased the successful probability in a time slot. In [17], they pro-

osed the time complexity analysis for ALOHA-like protocols in low-

uty-cycle wireless networks with MPR.

There are also literatures focusing on ND in mobile scenarios

[18,19], etc.). In this scenario, deterministic methods are most com-

only used, and they will ensure that two encountering nodes will

iscover each other in a given time upper bound [18–21]. Usually,

obile devices have to operate in a duty-cycled manner to preserve

nergy, but since they are more targeted at the case when there are

nly two devices, we still need to investigate issues when many nodes

re simultaneously densely deployed in an area.

Recently many works have focused on the proper ND protocols

or WSNs. Many sensor nodes work in a duty cycle because of the

hortage of power supply. Hence, the protocols which assume that

node has been discovered by all other nodes if it has transmitted

uccessfully only once no longer work in the low-duty-cycle WSNs,

ince some nodes may be dormant and cannot receive anything at

ome time instants.

You et al. [11] extended the discussion of [7] to the low-duty-cycle

ase. In this paper, the authors introduced a kind of random duty cy-

le schema, in which nodes can choose to be dormant with a cer-

ain probability, which forms the low-duty-cycle sensor network. By

educing the problem to the K Coupon Collector’s Problem [22], the

uthors proved that when the duty cycle is 1/2, the upper bound is

e( log2 n + (3 log2 n − 1) log2 log2 n + c) with a constant c.

Besides these works which are aimed at accelerating the process

f ND, there are also many other researches that discuss other prob-

ems about ND. For example, the authors in [23,24] discussed the for-

al definition of secure ND and defined the adversary actions. Energy

onsumption of ND has also been extensively analyzed and discussed

n [25] and other literatures. Due to the reason that we focus on ac-

elerating the ND process, we will not introduce them in detail.
Please cite this article as: F. Wu et al., On multipacket reception based ne

puter Communications (2015), http://dx.doi.org/10.1016/j.comcom.2015.0
. ALOHA-like protocol

In this section, we present the ALOHA-like protocol and analyze

ts performance based on the model and assumptions described in

ection 3.1. Recall that there are n nodes and they are in a clique.

urthermore, the case where n is unknown to nodes is discussed in

ection 3.4. Since the main idea of the adaptive ALOHA-like protocol

s still based on the ALOHA-like protocol, we will introduce it in next

ection.

.1. Network model and assumptions

First we present our network model and assumptions under

hich we discuss the issue of ND. They are widely adopted by many

revious works [5,7,8,11,12]. These assumptions are as follows:

• Each node has a locally unique identifier (e.g. the MAC address,

the location).

• Time is identically slotted and nodes are synchronized on slot

boundaries.

• n nodes are deployed in a clique. Every two nodes in the clique of

size n can communicate with each other, i.e., all nodes are within

other nodes’ communication range. For simplicity, we label them

as {1, 2, . . . , n}.

• We assume that n is known to all nodes in the clique. This will be

relaxed in later sections.

• All nodes have the same transmission range and use omnidirec-

tional antennas.

• Nodes are in a k-MPR (k ≥ 2) network, which indicates that there

is a collision in the clique if and only if there are more than k

nodes transmitting simultaneously in a slot. This capability can

be achieved by MIMO or CDMA. To simplify our discussion, we

neglect some real implementation issues of MPR, and assume

that all sending nodes’ packets can be successfully decoded at re-

ceivers’ side as long as the number of transmitters is no more than

k. This is also adopted by other literatures (e.g., [8]). We will dis-

cuss more realistic scenarios in later sections.

• Nodes are half duplex, i.e., nodes can either transmit or listen in a

slot but not both at the same time.

.2. Protocol description

In the ALOHA-like protocol, we assume that each node indepen-

ently chooses how to act in a time slot. The detailed protocol is

hown in Fig. 2.

In total, there are three states for a node in each slot: transmitting,

eceiving, and dormancy. The corresponding probabilities are pwpt,

wpl and 1 − pw, respectively.

If we assume a node transmits with probability p in a slot, we can

lso know that it is in receiving state with probability pw − p and is

ormant with probability 1 − pw.
ighbor discovery in low-duty-cycle wireless sensor networks, Com-
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We can determine the probability of a successful slot, i.e., there is

at least one node transmitting in the slot, and no collision occurs. A

lemma is as follows:

Lemma 1. For a given slot in k-MPR networks, the probability that no

collision occurs in the slot is given by

ps =
k∑

i=1

(
n

i

)
pi(1 − p)n−i. (1)

Proof. In k-MPR networks, a collision occurs if and only if more

than k nodes transmit simultaneously. Since all nodes independently

choose to transmit with probability p, the probability that i nodes

transmit in a slot is

pi =
(

n

i

)
pi(1 − p)n−i.

Therefore, the lemma holds. �

3.3. Performance analysis

In this subsection, before the analysis of the ALOHA-like protocol

in k-MPR low-duty-cycle WSNs, we first introduce two lemmas. One

is about the generalized form of Coupon Collector’s Problem, and the

other is about the estimation of ps.

Lemma 2. There are n different coupons and a collector randomly

chooses a(a < n) distinct coupons (with replacement) in a run. Denote

the number of expected runs to get all n coupons picked out and each

coupon is picked out at least m times as Da
m,n. Then

Da
m,n = O

(
nm log log n + n log n

a

)
. (2)

Due to the space limitation we omit the analysis and proof of this the-

orem and it can be found in [14]. Note that the problem definition is

a little bit different from the definition here. In [14], only one coupon

out of those a coupons is kept. However, this does not affect this re-

sult because if we keep all a coupons in a round, the result should be

no worse than the result presented in [14].

In the MPR network, it is difficult to theoretically give an optimal

value for the transmission probability p, here we use a probability

that helps us to establish a firm bound in later sections, and it will

not affect the asymptotic results.

Lemma 3. Let p = k−1
n and the following inequality holds:

ps >
1

2
− 1

e
.

Proof. Define Xt
i

as a binary indicator random variable of the event

“node i transmits in slot t”. Then the expression of ps in time slot t can

be rewritten as follows

ps = Pr

[
1 ≤

∑
i

Xt
i ≤ k

]
.

It is obvious to see that
∑

i Xt
i

follows a Binomial distribution, and its

mean is np = k − 1. Due to the reason that the mean and the median

are at most ln 2 apart [26], the median is in [k − 1 − ln 2, k − 1 + ln 2].

Since k − 1 + ln 2 < k, we can see that

Pr

[∑
i

Xt
i ≤ k

]
>

1

2
.

Hence,

ps = Pr

[∑
i

Xt
i ≤ k

]
− Pr

[∑
i

Xt
i = 0

]

Please cite this article as: F. Wu et al., On multipacket reception based ne

puter Communications (2015), http://dx.doi.org/10.1016/j.comcom.2015.0
>
1

2
− (1 − p)n >

1

2
−

(
1 − 1

n

)n

>
1

2
− 1

e
, (3)

here the last inequality comes from the known inequality (1 −
1
n )n < 1

e for ∀n ∈ N. �

Recall that p is the probability for each node to transmit, and ps is

he probability that no collisions occur in this time slot (when there

s at least one transmitter).

In Section 1, we have mentioned that it is not enough for a node

o transmit successfully only once. The following theorem shows how

any successful transmissions are needed for a node.

heorem 1. If a node A transmits its discovery message 3logLn times

ithout collisions where L = 1/(1 − pw + p), then A is discovered by its

− 1 neighbors with high probability, asymptotically.

roof. Since in these 3logLn slots no collision occurs, a node B will

iscover A if and only if B is in receiving state in at least one of these

logLn slots. Hence, the probability that B does not discover A suc-

essfully is given by

pB = (1 − pw + p)3 logL n.

ence,

pB =
(

1

L

)3 logL n

= 1

n3
.

We denote the event “there is at least one node that does not dis-

over A after 3logLn slots” as ε, and we can determine P(ε) according

o Union Bound

(ε) ≤ npB = 1

n2
.

e can see that P(ε) → 0 as n → ∞. �

In fact, we can see that (1 + α) logL n(α > 0) times is enough for a

ode. To ensure the high discovery probability, here we choose α = 2.

lso, since n is always pre-determined, 3logLn should be more re-

arded as a constant, instead of a variable.

We are now ready to analyze the performance of the ALOHA-like

rotocol and point out its time complexity.

heorem 2. Let T be the time needed to discover all n nodes by using

he ALOHA-like protocol. The expected value of T is given by

[T ] = O

(
n log n log log n

k

)
. (4)

roof. In each time slot, there are O(k) nodes intending to transmit

nd each node need to transmit O(log n) times without collisions to

et all other nodes discover it. According to Lemma 2, we know that if

here is no collision in every slot, the expected time needed is given

y

= O

(
n log n log log n

k

)
.

Note that T is a Pascal random variable with the parameter ps and

, therefore we get

[T ] = W

ps
<

W
1
2

− 1
e

= O

(
n log n log log n

k

)
.

�

We note that the above analysis results on the time complexity

f the ALOHA-like protocol is a generalization of previous works (i.e.,

5,7,8,11]). By using lemmas and theorems in this paper, we can de-

ive many results on the performance of the ALOHA-like protocol in

arious scenarios.
ighbor discovery in low-duty-cycle wireless sensor networks, Com-
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We refer to a node that only receives and sleeps

as passive node, otherwise active node.

1. At the beginning of the ND process all

nodes are set to be active.

2. Time is divided into phases. In phase i

there are ni nodes to be discovered; p is

set to be (k − 1)/ni and this phase lasts

Wi = Θ
(

ni log log ni

k

)
slots.

3. At the end of a phase, all nodes that

have successfully transmitted their discov-

ery messages at least 3 logL ni times will

turn passive.

4. This process continues until there are at

most n/ lnn nodes that are active. Then

the ALOHA-like protocol without feedback

mechanisms will be used as shown in Sec-

tion 3.

Fig. 3. Adaptive ALOHA-like protocol.
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• In [5,7], SPR model is used and nodes are always awake, which im-

plies that in each run we can only choose at most one coupon, and

it only needs to be picked out once. By setting k = 1 and m = 1, we

get O(n log n) which is the time complexity of birthday protocols

[5,7].

• In [8], MPR model is introduced and nodes are always awake.

Hence, in each run we can choose at most k coupons. In [8], Zeng

et al. pointed out that it is enough for a node to successfully trans-

mit three times in order to make all the other nodes discover it.

Therefore by setting m = 3, we get O( n log n
k

), which is proven in

[8,13].

• In [11], SPR model is adopted and nodes have a duty cycle of pw =
1/2. In each run we can only choose at most one coupon. In [11],

You et al. proved that 3log n successful transmissions are enough

for a node to make all the other nodes discover it. By setting k = 1

and m = 3 log n, we get O (n log n log log n).

.4. Unknown number of neighbors

In previous discussion, we all assume that the clique size n is

nown to all nodes in the clique. In this subsection, we will discuss

ow the protocol works if n is unknown to all nodes.

We use a standard method [7,8,12] to handle this situation. The ba-

ic idea is to divide the whole ND process into phases. In phase i, each

ode runs the protocol as if there are 2i neighbors to discover. This

hase lasts O( 2i log 2i log log 2i

k
) slots. Consequently, in the 	log2n
th

hase, each node will run the protocol as if there are n neighbors and

his phase will last O( n log n log log n
k

) slots. This is just what we have de-

ived before and the ND process can be terminated after this phase.

Now the expected time needed is

	log2 n
∑
i=1

m
2i log 2i log log 2i

k

<

	log2 n
∑
i=1

m
2i log n log log n

k

= m
2n log n log log n

k
,

here m stands for the constant of the time complexity. Hence, we

bserve that the lack of knowledge of n results in a factor of two

lowdown.

. Adaptive ALOHA-like protocol

In this section, we discuss the problem of ND in low-duty-cycle

-MPR WSNs when a transmitting node knows whether its transmis-

ion is successful or not. The feasibility and design of such kind of

eedback mechanisms has been discussed in [7,9].

In contrast to Section 3, we divide a time slot into two sub-slots.

odes independently choose to transmit or receive in the first sub-

lot. For a receiving node it will check if there is a collision in the

rst sub-slot, i.e., more than k nodes are simultaneously transmitting

9], and broadcast a signal in the second sub-slot if a collision occurs.

s a transmitting node, it keeps listening in the second sub-slot. If it

ears a signal it knows that its transmission in this slot was failed;

therwise, it knows that the transmission was successful. We note

hat when all nodes are transmitting in the same slot, all of them

ill think their transmissions are successful, because they cannot re-

eive feedback signals, which nullifies the feedback mechanism. For-

unately, the probability of this event is ( k−1
n )n, which tends to be 0

s n → ∞. Therefore it is reasonable to ignore it.

The main idea of our design with the feedback mechanism follows

rom [8]. Fig. 3 gives a complete description of the adaptive ALOHA-

ike protocol.
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We will prove that with a proper Wi, at least half of the nodes

ill turn passive at the end of each phase before n/ln n nodes are

emained.

According to the scheme described above, the following inequality

olds:

i ≤ n

2i−1
,

here ni is the number of active nodes in phase i. Hence, the total

ime needed is given by

og2 ln n∑
i=1

O

(
n log log n

2i−1

k2i−1

)
+ O

(
n

ln n
log n

ln n
log log n

ln n

k

)
.

We can get from the equation above that the total time needed is

( n log log n
k

), which has a factor of log n speedup compared with the

ne in Section 3.

Because every phase runs independently and identically except

hat ni and pi are different, we will consider only one phase and prove

hat in the first phase, with proper n and p, at least n/2 nodes will turn

assive at the end of the phase.

Theorem 3 will use the first phase as an example, and all remain-

ng phases will be exactly identical except different ni and pi values.

n the first phase, the number of active nodes will be the total num-

er of nodes in the clique, i.e. n. When applying the theorem to other

hases, the corresponding ni and pi values should be used, instead of

and p.

heorem 3. Let S denote the set of nodes that turn from active to passive

t the end of this phase. Let p = (k − 1)/n and W = ηn log log n
k−1

where η
atisfies the condition

(η log log n − 3 logL n + 1
2
)2

32η
>

k

k − 1
.

hen for ∀k ≥ 2

r

[
|S| <

n

2

]
< e− n

k log log n . (5)

roof. Define the variable Yt
i

for node i in slot t as follows:

t
i =

{
Xt

i
if t is a successful slot,

0 otherwise.
ighbor discovery in low-duty-cycle wireless sensor networks, Com-

8.009

http://dx.doi.org/10.1016/j.comcom.2015.08.009


6 F. Wu et al. / Computer Communications 000 (2015) 1–10

ARTICLE IN PRESS
JID: COMCOM [m5G;September 3, 2015;13:39]

w

g

P

A

l

B

n

w

w

w

s

5

c

s

5

n

a

t

w

w

d

p

w

p

h

t

T

A

W

k

c

b

	

s

o

5

m

k

p

M

c

By Lemma 3 and the definition of Yt
i

we can get

Pr[Y t
i = 1] = Pr[Xt

i = 1] · Pr

[∑
i

Xt
i ≤ k

]
≥ p

2
.

Let Kt
i

= min{3 logL n,
∑

t′<t Y t′
i

} and St = {i|Kt
i

= 3 logL n}. We have

Kt �
∑

i

Kt
i ≤ |St | · (3 logL n) + (n − |St |) · (3 logL n − 1).

If |St| < n/2 we get

Kt < n

(
3 logL n − 1

2

)
.

Hence,

Pr

[
|SW | <

n

2

]
≤ Pr

[
KW < n

(
3 logL n − 1

2

)]
(6)

We define Zt � Kt − Kt−1 if |St−1| ≤ n/2. (If |St−1| > n/2 the con-

clusion holds obviously.) Note that Z �
∑W

t=1 Zt = KW . Therefore ac-

cording to Eq. (6),

Pr

[
|SW | <

n

2

]
≤ Pr

[
Z < n

(
3 logL n − 1

2

)]
.

On the other hand, we have

E[Zt ] =
∑

i/∈St−1

Y t
i ≥

(
n − |St−1|) · p

2

≥ n

2
· k − 1

2n
= k − 1

4
.

Define Z̃t = E[Z|Xm
i

, m ≤ t] and the following equation holds:

E[Z̃t |Z̃t−1] = Z̃t−1,

which indicates that the sequence forms a martingale. Then we apply

Azuma’s inequality [27] to Z̃t and we have

Pr

[
|SW | <

n

2

]
≤ Pr

[
Z < n

(
3 logL n − 1

2

)]
= Pr

[
Z̃W < n

(
3 logL n − 1

2

)]
.

Since E[Z̃W ] = E[Z] ≥ (k−1)W
4 = ηn log log n

4 , we get

Pr

[
Z̃W < n

(
3 logL n − 1

2

)]
≤ Pr

[
Z̃W < E

[
Z̃W

]
− nM

4

]
≤ exp

(
− n2M2(k − 1)

32ηk2n log log n

)
,

where M = η log log n − 3 logL n + 1
2 .

Taking the condition given in the theorem we can get

Pr

[
|SW | <

n

2

]
< e− n

k log log n .

�

Then by using the similar insight from [12], we can prove that our

algorithm can give the correct result with high probability, like all

other randomized protocols.

Theorem 4. The adaptive ALOHA-like protocol can make all nodes dis-

covered by all others with high probability, i.e., P → 1 as n → ∞.

Proof. According to Theorem 3, at least half of current active nodes

will turn into passive modes with high probability in each stage, until

there are n
ln n

active nodes remaining. As a result, the probability that

the result is correct is given by

P =
m∏

i=1

(
1 − e

− ni
k log log ni

)
,
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here m ≤ log ln n. Since ni ≥ n
ln n

holds for all phases i, we can then

et

≥
(
1 − e− n

k ln n log log n

)log ln n
.

ccording to this equation, we can get

og P ≥ log ln n log
(
1 − e− n

k ln n log log n

)
.

ecause

lim→∞ log ln n log
(
1 − e− n

k ln n log log n

)
= 0,

e can know that P → 1. �

We note that previous mentioned strategy to handle the case

hen n is unknown in Section 3.4 can also be used in the protocol

ith a feedback mechanism. Similarly we can observe a factor of two

lowdown in this case.

. Discussion

In this section, we discuss some issues related to the neighbor dis-

overy in low-duty-cycle wireless sensor networks, and their corre-

ponding analysis results.

.1. Idealized MPR

In our previous discussion, we assume a k-MPR model where k <

. However, it is of importance for us to explore the scenario when

rbitrary packets can be successfully decoded simultaneously. Al-

hough it seems unrealistic, it is of practical importance in scenarios

hen k ≥ n, i.e., the number of nodes is less than or equal k.

To analyze the performance of ALOHA-like protocol when k ≥ n,

e use a link-centric method to analyze the probability that one node

iscovers another node in a time slot. Consider two nodes i and j, the

robability that i is discovered by j in a slot is given by

ps = pw pt · pw(1 − pt) = p2
w pt(1 − pt),

here pwpt is the probability that i transmits, and pw(1 − pt) is the

robability that j receives. Since k ≥ n now, we can just simply ignore

ow other nodes act in this expression.

In normal settings, because pw is a constant, we can trivially get

he value of pt to be 1/2 when maximizing ps. As a result,

ps = 1

4
p2

w.

hen we can get the conclusion that the time complexity of the

LOHA-like protocol is �(ln n), by using the analysis method in [8].

e will also evaluate this result in Section 6.

The method in Section 3.4 for handling the case when n is un-

nown can still be utilized here. After the 	log2n
th phase, all nodes

an be discovered with high probability, and the total time is given

y

log2 n
∑
i=1

c ln n = �( log2 n ln n).

Although normally lacking knowledge of n leads to a factor of two

lowdown, here we can see that under idealized MPR model, a factor

f log2n slowdown is introduced.

.2. Multi-channel MPR

In our previous protocols and theoretical analysis, we focus on

ulti-antenna MPR model, in which there is an assumption that for

-MPR, if the number of transmitters is less than or equal to k, these

ackets can all be successfully received by receivers. Another kind of

PR model is known as multi-channel MPR model [12,28]. In multi-

hannel MPR model, the bandwidth is divided into k channels. Each
ighbor discovery in low-duty-cycle wireless sensor networks, Com-
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Fig. 4. Validation of the ALOHA-like protocol.
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Fig. 5. The discovery ratio of the adaptive ALOHA-like protocol.
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ode can choose to transmit in one of these k channels, but can re-

eive packets from all channels at the same time.

Under this MPR model assumption, the ALOHA-like neighbor dis-

overy protocol can be designed as follows: in each time slot, nodes

hoose to be awake with probability pw. If the node chooses to be

wake, it will then choose to transmit in a certain channel with prob-

bility pt. Since there are k available channels, the probability of re-

eiving is then given by pw(1 − kpt).

To analyze its performance, we first analyze the probability of two

odes’ discovering process. Again we consider two nodes i and j. In a

lot, the probability that i is discovered by j is given by

ps = k · pw pt · pw(1 − kpt) · (1 − pt)
n−2.

n this expression, pwpt is the probability that i transmits, and pw(1 −
pt) is the probability that j receives. (1 − pt)n−2 means that all the

ther n − 2 nodes cannot choose the same channel to transmit. Recall

hat i and j have k different channels to choose from. Then we can use

imilar methods like [8,12] to get its time complexity, i.e. O( n log n
k

), by

sing Union Bound. The evaluation can be found in [12] and we will

mit them here.

Here we point out that although it seems like there is a dis-

repancy because the time complexity of the ALOHA-like protocol in

ulti-antenna MPR is O( n log n log log n
k

), while the complexity in multi-

hannel MPR is O( n log n
k

), in fact the definitions of k in these two mod-

ls are significantly different. In multi-antenna MPR model, as long as

he number of simultaneous transmitters is not larger than k, there

ill be no collision. However, in multi-channel MPR model, there are

channels and nodes choose one of these channels to transmit. In

his model, even if the number of simultaneous transmitters is larger

han k, some packets can still be successfully received as long as there

s only one transmitter in some channels.

. Performance evaluation

In this section, we validate our theoretical results by simulations.

n our simulations we assume that nodes are all in a clique, and the

ize of the clique n is known beforehand. The cases when n is un-

nown and nodes are in multi-hop networks are well discussed and

erified in [7,8,11,12], thus we omit them. Each data plot in the figures

tands for an average result over 20 runs for accuracy. The clique size

s set to a range from 10 to 50, unless stated separately in the figure.

.1. Validation of theoretical results

Figs. 4 and 5 are the simulation results for the ALOHA-like pro-

ocol and the adaptive ALOHA-like protocol, respectively. In both

gures the parameter pw = 0.5 and k = 3. The clique size ranges from

to 100. Fig. 4 shows the trend of the number of time slots needed to

iscover all nodes with increasing size of the clique. We can see that

he simulation results well fit with the corresponding theoretical
Please cite this article as: F. Wu et al., On multipacket reception based ne
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alues. The deviation is due to the reason that the closed form of

he generalized K Coupon Collector’s Problem’s expected time is non-

rivial to be derived, thus we can only give the asymptotic results,

ut it is still able to prove the correctness of our derivation. Since the

hoice of constant does not affect the trend of the theoretical figure,

e use it to prove the correctness of our asymptotic derivation.

Fig. 5 provides a link-based view of the ND process. In the link-

ased view we regard the connection between any two nodes in the

lique as a link, and it is easy to see there are n(n − 1) links in a clique

f n nodes. To measure how many links have been discovered, we use

he discovered links ratio, which is the number of discovered links

ivided by the number of total links. We present the ratio of discov-

red links in the given time with different sizes of cliques, where the

iven time is determined by the adaptive ALOHA-like protocol (We

et η = 5 in this figure.). In this figure, the theoretical value should

e constantly 1. We can see from the figure that the discovery ratio is

ery close to 1 when the clique size is relatively large. Nevertheless

he ratio is not that acceptable when n is small. It is reasonable be-

ause our results are all asymptotic results and the results match our

erivation well when n is large.

Note that for the ALOHA-like protocol and the adaptive ALOHA-

ike protocol, we are using two different metrics to evaluate them re-

pectively. For the ALOHA-like protocol, we use the time slots needed

o measure. For the adaptive ALOHA-like protocol, we use the dis-

overed links ratio. The reason of using two metrics is that, in the

LOHA-like protocol scenario, the algorithm will keep running until

ll nodes are discovered (i.e., the discovered links ratio will always

e 1). In the adaptive ALOHA-like protocol scenario, the algorithm is

esigned to have a fixed running time for given n value. Since it is a

robabilistic algorithm, probably not all nodes can be discovered in

he given running time. As a result, to measure how many nodes have

een discovered, we decided to use discovered link ratio in the lat-

er scenario. There are in total n(n − 1) links for n nodes in a clique,

nd the ratio is defined as the number of discovered links divided

y n(n − 1). For the adaptive ALOHA-like protocol, it is not realistic

o measure the precise time slots needed to achieve discovered links

atio 1, since the algorithm itself is designed to have a fixed running

ime for a given n value.

.2. Different settings for ALOHA-like protocol

We now analyze the performance of ALOHA-like protocol when

ifferent duty cycles and k-MPR are deployed in the clique. In this

imulation, when comparing different duty cycles we set k = 3. When

omparing different k we set the duty cycle pw = 0.8.

Fig. 6 shows the comparison among three different settings of

uty cycles when k = 3. Fig. 8 shows the trend of the time slots

eeded with increasing duty cycles when n = 50. When the duty cy-

le increases, the total time needed to discover all nodes decreases.

t is predictable because low duty cycle means many nodes may be
ighbor discovery in low-duty-cycle wireless sensor networks, Com-
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Fig. 6. Comparison of different duty cycles (ALOHA-like).
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dormant at a single slot and the transmitting nodes’ discovery mes-

sages cannot be received by most nodes, indicating that transmitters

need more transmissions to ensure that the discovery messages have

been received by all nodes at least once.

The comparison among different settings of k-MPR is shown in

Fig. 7 (Note that now pw = 0.8). Fig. 9 shows the trend of the time

slots needed with increasing k when n = 50. When k increases, the

total time needed decreases. Furthermore, when k doubles, the speed

of ND is about twice faster. This coincides with our theoretical result

and thus proves the correctness of our theorems.

On the other hand we must point out that the time needed is not

always decreasing as k increases. Note that the beginning part of the

case k = 8 is higher than the case k = 4. This is mainly because the

transmitting probability is based on k and thus this probability is rel-

atively high if k is large. When number of nodes is small, at a slot most

nodes are transmitting and few nodes are receiving. Consequently,

transmitting nodes need to spend more time letting all other nodes

receive their discovery messages. We can observe this from Fig. 9

obviously. When k > 15, the total time needed fluctuates instead of

keeping decreasing.
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.3. Different settings for adaptive ALOHA-like protocol

In this subsection, we begin to analyze the performance of the

daptive ALOHA-like protocol with different settings of duty cycles

nd k-MPR. Similarly, when comparing duty cycles we set k = 3.

hen comparing different k we set pw = 0.8.

Fig. 10 shows the discovery ratio of three scenarios with different

uty cycles. It is clear that the discovery ratio increases as the duty

ycle pw increases. Again we observe that when the size of the clique

s small the ratio turns out to be relatively low because of our asymp-

otic analysis. When the duty cycle approaches 0.8, the adaptive

LOHA-like scheme ensures that almost all nodes can be discovered

n the given time slots as mentioned in Section 6.1. In addition, we

an see from the figure that as the size of clique rises, the discovery

atio also rises. This coincides with our aysmptotic analysis and

hows that the validity of the adaptive ALOHA-like protocol.

Fig. 11 shows the discovery ratio of three scenarios with different

ettings of k. In this figure, when the clique size is 10 with k = 8, the

iscovery ratio is only less than 0.6, whereas the ratio is almost 1

hen k = 4 and k = 2. This result may not seem to cater our intuition,
ighbor discovery in low-duty-cycle wireless sensor networks, Com-

8.009

http://dx.doi.org/10.1016/j.comcom.2015.08.009


F. Wu et al. / Computer Communications 000 (2015) 1–10 9

ARTICLE IN PRESS
JID: COMCOM [m5G;September 3, 2015;13:39]

 0

 10

 20

 30

 40

 50

 60

 70

 0  20  40  60  80  100

S
lo

ts
 N

ee
de

d

Clique Size

Simulation Result
Theoretical Value

Fig. 12. Validation of the ALOHA-like protocol in idealized MPR.
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ut it indeed can justify our assertion again: when the clique size is

mall, it is not a good idea to use large k. Too many transmitting nodes

nd too few receiving nodes will bring the side effect which prolongs

he process of ND, because a node need to transmit a lot of times to

ake itself heard by all other nodes.

.4. Idealized MPR

In this subsection, we present the simulation results on the per-

ormance of the ALOHA-like protocol with idealized MPR model, in

hich nodes have the ability to receive arbitrary number of packets

imultaneously.

Fig. 12 shows the comparison between simulation results and the

heoretical results. Here the duty cycle is set to be 0.8, and the theo-

etic curve is cln n, where c is a constant. The clique size ranges from 5

o 100. We can see from the figure that the simulation results closely

t the theoretic curve, which verifies the time complexity �(ln n) we

ointed out in Section 5.

Fig. 13 shows the time slots consumed under different duty cy-

le settings and different clique sizes. Again we can see that lower

uty cycle requires more time slots needed to finish ND task. We can

lso observe that the results now still fit the �(ln n) curve’s trend.

ig. 14 shows the trend of time slots with different duty cycles, with

he clique size n = 50. It is also observed that the time needed de-

reases with the increasing duty cycle.

.5. Comparison between multi-antenna MPR and multi-channel MPR

In this subsection we will compare the performance between

ulti-antenna MPR and multi-channel MPR. As we have discussed

n Section 5.2, the settings and assumptions are relatively different

etween these two. First, there is no duty-cycle setting involved in

ulti-channel MPR (i.e., nodes are always awake), while we have a

uty-cycle setting in our multi-antenna MPR discussion. Second, the
Please cite this article as: F. Wu et al., On multipacket reception based ne

puter Communications (2015), http://dx.doi.org/10.1016/j.comcom.2015.0
efinitions of k-MPR are different. In multi-channel k-MPR, there are

channels, and each node can pick one channel out of these k chan-

els. In this scenario, as long as for a given channel, there is only one

ode using it (even if the number of total transmitters is larger than

), there will be no collision in this channel. Hence, all receiving nodes

ill receive this node’s information. However, in multi-antenna k-

PR, all transmitters can make their voices heard as long as there

re less or equal to k transmitters are broadcasting simultaneously.

Based on these concerns, we will compare these two MPR tech-

iques in our experiments by setting parameters carefully. To make

hese two MPR techniques comparable, we will set the duty-cycle to

both.

Fig. 15 shows the experiments for both multi-channel MPR and

ulti-antenna MPR. The figure shows the number of slots needed to

nish ND increases as the clique size increases. The clique size ranges

rom 10 to 50, and k is set to 5. We have also shown the asymptotic

esults in the same figure. Specifically speaking, for multi-channel

PR it is O( n log n
k

), and for multi-antenna MPR it is O( n log n log log n
k

).

n the figure, we can see that the experiment results are fitting the

symptotical theoretical results. Based on the same k settings, multi-

hannel MPR performs better than multi-antennfa MPR because the k

efinitions are different. In multi-channel MPR, if there are more than

transmitters at the same time, some packets may still be received

f there are some channels that are only occupied by one transmitter

ach. However in multi-antenna MPR, if there are more than k trans-

itters at the same time, all transmitters will not be able to make

heir voices heard due to collisions.

. Conclusion and future work

In this paper, we have analyzed the neighbor discovery problem

n low-duty-cycle WSNs, and have derived the time complexity for

wo protocols respectively. For the ALOHA-like protocol, the expected

ime to finish ND is O( n log n log log n
k

) with k-MPR. Furthermore, if a
ighbor discovery in low-duty-cycle wireless sensor networks, Com-
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feedback mechanism is introduced into the system, the expected

time is O( n log log n
k

). In addition, the lack of knowledge of n results

in a factor of two slowdown in comparison with the n-known case.

Discussions are presented to solve the issues in real implementa-

tions. Furthermore, we have presented another MPR model, i.e.,

multi-channel MPR model, and pointed out the time complexity of

ALOHA-like protocols under this model. Our theoretical results are

verified by extensive simulations.

In the future, we would like to evaluate these protocols by doing

test-bed experiments. Also we would like to extend the protocols to

some more realistic situations, e.g. nodes with different clocks, nodes

with different duty cycles and more realistic radio models.
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